
Announcements

• HW 5 due today at 8pm

• Quiz 8 due tomorrow (Thursday) at 8pm

• Project Milestone 2 due Wednesday, 11/15 at 8pm



Lecture 20: NLP (Part 3)

CIS 4190/5190
Fall 2023
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Transformers

• Composition of self-attention layers

• Intuition
• Want sparse connection structure of CNNs, but with different structure
• Can we learn the connection structure?



Self-Attention Layer

• Self-attention layer:

𝑦 𝑡 =$
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attention 𝑥 𝑠 , 𝑥 𝑡 ⋅ 𝑓 𝑥 𝑠

• Input first processed by local layer 𝑓
• All inputs can affect 𝑦 𝑡
• But weighted by attention 𝑥 𝑠 , 𝑥 𝑡

• Resembles convolution but connection is 
learned instead of hardcoded

Figure credit to d2l.ai

vector, not a single 
component!

http://d2l.ai/


Self-Attention Layer

• Self-attention layer:

𝑦 𝑡 =$
!"#
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softmax query 𝑥 𝑡 %key 𝑥 𝑠 ⋅ value 𝑥 𝑠

• Here, we have (learnable parameters are 𝑊&, 𝑊' , and 𝑊():

query 𝑥 𝑠 = 𝑊&𝑥 𝑠
key 𝑥 𝑠 = 𝑊'𝑥 𝑠
value 𝑥 𝑠 = 𝑊(𝑥 𝑠



Self-Attention Layer
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Self-Attention Layer
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Self-Attention Layer
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Multi-Head Self-Attention
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Multi-Head Self-Attention
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Transformers

• Stack self-attention layers to form a neural network architecture

• Examples:
• BERT: Bidirectional transformer similar to ELMo, useful for prediction
• GPT: Unidirectional model suited to text generation

• Aside: Self-attention layers subsume convolutional layers
• Use “positional encodings” as auxiliary input so each input knows its position
• https://d2l.ai/chapter_attention-mechanisms/self-attention-and-positional-

encoding.html#
• Then, the attention mechanism can learn convolutional connection structure

https://d2l.ai/chapter_attention-mechanisms/self-attention-and-positional-encoding.html
https://d2l.ai/chapter_attention-mechanisms/self-attention-and-positional-encoding.html


Visualizing Attention Outputs

https://transformer.huggingface.co/

https://towardsdatascience.com/illustrated-guide-to-transformers-step-by-step-explanation-f74876522bc0



Applications: Spam Detection

• “Bag of words” + SVMs for spam classification

• Features: Words like “western union”, “wire 
transfer”, “bank” are suggestive of spam



Applications: Search

• Use “bag of words” + TF-IDF to identify 
relevant documents for a search query



Applications: Virtual Assistants

• Use word vectors to predict intent of queries users ask



Applications: Question Answering

• Language models can be used to 
answer questions based on a given 
passage



Applications: Generation

• Language models can automatically generate text for applications 
such as video games

AI Dungeon, an infinitely 
generated text adventure 

powered by deep learning.



Transformers for Computer Vision

Figure credit to “End-to-End Object Detection with Transformers”

https://arxiv.org/pdf/2005.12872.pdf


Transfer Learning

• Step 1: Pretrain deep neural network using next-word prediction

• Step 2: Train new output layer or finetune end-to-end on dataset
• Challenge: Finetuning LLMs requires enormous amounts of compute!
• Parameter efficient adapters: Finetune subset of parameters
• Low-rank adapters are a popular choice

• Do we even need data?



Basic NLP Pipeline

• Classical approach
• Step 1: Manually construct feature mapping from text to ℝ4
• Step 2: Run supervised learning algorithm in conjunction with feature map

• Deep learning approach
• Step 1: Design neural network architecture that can take text as input
• Step 2: Train neural network end-to-end

• Prompt “engineering” approach
• Step 1: Design prompt (no dataset needed!)
• Step 2: None!



Traditional Finetuning

fromage



Basic Strategy: Instruction Following

fromage



Why does this work?

• Intuition
• These models are pretrained on a huge dataset
• Includes data that solves the task:

“Fromage, which is French for ‘cheese’, …”



Prompts Can be Complex



Aside: Instruction Tuning

Ouyang et al., Training language models to follow instructions with human feedback. Arxiv 2022.



In-Context Learning/Few-Shot Prompting

Brown et al., Language Models are Few-Shot Learners. NeurIPS  2020.



Chain of Thought Prompting

Wei et al., Chain-of-Thought Prompting Elicits Reasoning in Large Language Models. Arxiv 2022



Retrieval Augmented Generation

Guu et al., REALM: Retrieval-Augmented Language Model Pre-Training. ICML 2020



Tool Usage

Schick et al., Toolformer: Language Models Can Teach Themselves to Use Tools. Arxiv 2023



Reasoning + Planning

Yao et al., ReAct: Synergizing Reasoning and Acting in Language Models. ICLR 2023.



Reasoning + Planning

Yao et al., ReAct: Synergizing Reasoning and Acting in Language Models. ICLR 2023.



Prompt Engineering Summary

• Emerging paradigm for building AI systems
• No need for dataset (rely entirely on large-scale)
• Can use data to tune prompts
• Tutorial: https://promptingguide.ai

• Still very primitive, but rapidly evolving


