Announcements

HW1 due on Wed at 8 p.m. + HW 2 release the same day

Quiz for last week due on Thu

* Recordings releases now running 1 week behind, follow the link on Ed post #1

Recitations?

Debugging during OHs:
= Systematic debugging is an art worth learning! Lots of resources with tips. E.g.:
= https://applab.unc.edu/posts/2021/02/17/debugging-tips/

= Debugging your code is not the TAs’ responsibility. TAs can take a look, but are
instructed to not debug for >5 minutes with any student.

" |f seeking help, remember:

= Show evidence of your own systematic effort. Thumb rule: Before asking for 5
mins of OH time, spend minimum 1 hour debugging by yourself. Print
statements, breakpoints, assert statements, unit tests, googling error messages
etc.



https://applab.unc.edu/posts/2021/02/17/debugging-tips/

CIS 4190/5190: Lec 09 Mon Sep 30,
2024. Part 1.

K-Nearest Neighbors



Optional Extra Readings: KNN and Decision Trees

 Bishop, Pattern Recognition and Machine Learning, Ch 2.5:

= https://www.microsoft.com/en-
us/research/uploads/prod/2006/01/Bishop-Pattern-Recognition-
and-Machine-Learning-2006.pdf

« Tom Mitchell, Machine Learning Textbook, Ch 3:
http://www.cs.cmu.edu/~tom/files/MachinelLearningTomMitchell.pdf

* R2D3’s visualizations:
" |Intro to decision trees: http://www.r2d3.us/visual-intro-to-machine-
earning-part-1/

= Bias and variance in the context of decision trees:
http://www.r2d3.us/visual-intro-to-machine-learning-part-2/



https://www.microsoft.com/en-us/research/uploads/prod/2006/01/Bishop-Pattern-Recognition-and-Machine-Learning-2006.pdf
https://www.microsoft.com/en-us/research/uploads/prod/2006/01/Bishop-Pattern-Recognition-and-Machine-Learning-2006.pdf
https://www.microsoft.com/en-us/research/uploads/prod/2006/01/Bishop-Pattern-Recognition-and-Machine-Learning-2006.pdf
http://www.cs.cmu.edu/~tom/files/MachineLearningTomMitchell.pdf
http://www.r2d3.us/visual-intro-to-machine-learning-part-1/
http://www.r2d3.us/visual-intro-to-machine-learning-part-1/
http://www.r2d3.us/visual-intro-to-machine-learning-part-2/

Optional Extra Readings: Logistic Regression

e Hastie and Tibshirani Ch 4.1-4

* Hardt and Recht Ch 3: Supervised Learning

" Linear and logistic regression introduced as instances of a “perceptron”:
https://mistory.org/supervised.html

e d2l.ai interactive textbook chapter on logistic regression, taught as a simple
instance of a neural network: https://d2l.ai/chapter linear-
classification/index.htm| (recommended to use in pytorch mode)



https://mlstory.org/supervised.html
https://d2l.ai/chapter_linear-classification/index.html
https://d2l.ai/chapter_linear-classification/index.html
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So far, we have seen:

* Machine learning methods are defined by:
= A model family / hypothesis space
= Defined in terms of some fixed-length parameter vector 5 € R”
= Linear regression: J = B x
= |ogistic regression: p(y = 1) = (B x)
" An objective function

» [.(f; Z) defines what it means for parameters 8 to be good given
training set 7,

" e.g. MSE for linear regression, or maximum-likelihood logistic
regression objective

" An optimization approach
* Some process of searching for optimal parameter vector



So far, we have seen:

But not all machine learning approaches fit into this framework!




Recall: The Typical Machine Learning Pipeline

New input
i, » 9 » 'a
.
Data Z Machine learning Model / with
algorithm parameters 5 € R’

¥

Predicted output




k-Nearest Neighbors.
A Simple Approach, Connected Directly to The Data

New input

Note: this schematic seems to skip any
explicit “model training” on data.

The data is the model.

How might this work?

Predicted output



Setup: Binary Classification (Training Data)
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k-Nearest Neighbors (kNN)

* kNN Classification: To predict category label y of a new point x:
" Find k “nearest neighbors”
" Assign the majority label

* kNN regression: To predict numeric value y of a new point x:
" Find k “nearest neighbors”
" Average the values associated with the neighbors

In each case, varying k could change the predictions



KNN Prediction: What Label?
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KNN Prediction: What Label?
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What Does “Nearest” Mean?

“Nearest neighbors” = training instances with the least “distance”.
The choice of “distance function” is criticall

Some commonly used distances d (x4, X, ) are:

1 1
1 2 — 00
(Z‘xlj —xzj\l)l (Z\xlj —xzj\2>2 (Z\xlj — X2 )
7 j

-0

J

fl distance £, distance ? ., distance

Z %17 — %3] Also, “Euclidean” m]ax (lx1; — x25])
7 distance



Different distances produce different outcomes

Fix k =1 neighbors

“Decision boundary” plots similar to those we have seen in logistic
regression: show what class would be assigned at every point x

x1

x1 x1

Predictions are usually less reliable when the nearest neighbors are far away ...

31 distance £, distance £, distance

z |X1j — ijl Also, “Euclidean” m]ax (|x1]- — x2j|)
7 distance






What Do We Need to Make Predictions

* Q: In linear regression / logistic regression / neural networks, what do we
need to make predictions?

* A: “parameters”, or “weights”.

= E.g. for linear regression, we need parameters [ so that you can predict
N T
y=p("x

This can be thought of as the definition of “parameters” in ML: they are what
we need to make predictions.

Model class + parameters + new input x — predicted y




Where Are The “Parameters” in K-NN?

Model class + parameters + new input x — predicted y

“kNN classifier” ?7

A: The full training dataset!

Funnily, methods like these where the parameters are either the training data
itself, or instead grow in size “automatically” with the training data, are called
“non-parametric” machine learning approaches.




When Is The Training Phase in KNN?

There is no explicit “training” phase!*

The moment we have the dataset, we are ready to produce predictions for
new input data!

* caveat: some “approximate nearest neighbors” involve a dataset preprocessing phase that may be thought of as
training.



Where Are The Hyperparameters in KNN?

* Choice of distance function
" Most often an £,_, 4, 1 or « distance

= Sometimes an £, distance after transforming inputs x to some f(x): a
little bit like basis feature expansion or standardization, more on this later

* Choice of k, the number of nearest neighbors
* Small values easily affected by noisy data.
" Large values make it difficult to model sharp changes in the true function.
" For binary classification, usually an odd number to avoid ties.



What Is The Hypothesis Space in K-NN?

Q: What functions can k-NN classifiers / regressors represent? Or perhaps
easier to think about: what functions can k-NN models not represent?

A: k-NN models are only limited in expressivity by the training data, so with
the right training dataset, k-NN models can represent any function.




Harder Question (Dinesh’s office hours question)

Exercise:
You are given that kK = 1 and distance function ¥, for a binary kNN classifier.

You are also given a training dataset of samples {xi}’ivzlwithout their
corresponding binary classification labels {yi}’i\'zl.

What is the space of all functions that your kNN classifier might eventually
produce?




An Excellent First Algorithm To Try

e Recall that an important step in model evaluation is comparing to a “simple
baseline.”

* For many problems, k-Nearest Neighbors is a good choice of a first “simple
baseline”.
= Very easy to write in code.

" Versatile, does not impose specific restrictions on the learned function,
such as “linearity”.

" Very easy to interpret the outcomes because of the direct connection to
training data.

e Often works surprisingly well!
* kNN is not without its problems, of course. But more on that later.







Aside: Scale Invariance in kNN

* kNN approaches are not inherently invariant to feature scaling.

" E.g. if distance measure is L,, and one feature in the data is scaled 100x,
it suddenly plays a much bigger role than before in determining what
neighbors are “nearest”.

* Same solution works as before: feature standardization / “normalization”.

Data without normalization
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https://stats.stackexchange.com/questions/287425/why-do-you-need-to-scale-data-in-knn



Aside: kNN Distance Functions for String Data Types

Hamming distance (number of characters that are different)
ABCDE vs AGDDF 2> 3

Edit distance (number of character inserts/replacements/deletes to go from
one to the other)

ROBOT vs BOT > 2
Jaccard distance between sets A5
|AUB|

between n-grams (n-character substrings of the strings, with (n-1) character
padding)

3 9
SSROBOTSS vs SSBOTSS — |{BOT,0T$,T$5}| / |{SSR,$RO,ROB,0BO,$$B,$BO,BOT,0TS,T$S} |



Aside: Probabilistic Predictions From kNN Classifiers

* Easy to extend to produce probabilistic predictions too.

* One example: for a multi-class classification problem:
" Find k nearest neighbors

= Set P(class i) = 1/k * number of instances of class i among the
neighbors.

* More sophisticated approaches are possible, e.g., by sorting the k

neighbors by distance, and assigning most importance to the closest
neighbors.









Summary So Far: K-Nearest Neighbors

kNN Classification: To predict category label y of a new point x:

Find k nearest neighbors
Assign the majority label
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Scaling Issues with kNNs

* Irrelevant features: distances become unreliable.
* Too many features: “curse of dimensionality”

* Large datasets (high N or D): computationally inefficient to make
predictions!



Problem 1: Irrelevant Features

* Let’s say we want to predict y = t-shirt size for a person.

* What if my input features are:
" x; = height
" X, = weight
" x3 = hair length
" X, = age
" x: = body temperature
" x, = what they ate for breakfast this morning

Common distance functions (such as £,) value all input features equally.
As you add more irrelevant variables, distances get dominated by those
irrelevant dimensions in x.

i.e., your KNN model might make decisions about t-shirt size more based on
hair length, age, breakfast than on the height and weight!



Problem 2: “Curse of Dimensionality”

* Adding more dimensions makes lots of things weird and counterintuitive

" For example, the percentage of the volume of a D-dimensional sphere
with radius 7, that lies beyond £, distance 0.99r from the center is:

"m3%atD =3
"63% atD = 100
" 99.99% at D = 1000

 Specifically for k-NN, the space is now so large that all points in any finite
dataset are likely to be very far apart.

" “Closest points” are almost as far away as the farthest away points.
When “nearest neighbors” are far away, predictions are poor.



Problem 3: Computationally Expensive

 High N, D also makes it computationally expensive to compute
neighbors.

* Naively, must compute N distances between D-dimensional
data pairs to compute neighbors before classifying a single new

point.

* O(ND) for each new sample



Scaling kNN to high D and N? An Overview

Beyond our scope, but a quick overview:

Indexing

= Use kd-trees and other multidimensional indices to capture the training data. Each
lookup operation (finding nearest nbrs) is O(log n) rather than O(n)

Parallelism (e.g., PANDA, LBL)

= Use multiple cores / processors, and either compare against in-memory data or kd
trees

Approximation
= https://scikit-learn.org/stable/modules/neighbors.html#nearest-neighbor-
algorithms
" Libraries like FLANN: “Fast Library for Approximate Nearest Neighbors”
" For example, subsample the training dataset cleverly so that kNN mostly returns the
same outputs

= See, e.g., https://www.kaggle.com/code/pawanbhandarkar/knn-vs-approximate-
knn-what-s-the-difference/notebook



https://scikit-learn.org/stable/modules/neighbors.html
https://scikit-learn.org/stable/modules/neighbors.html
https://www.kaggle.com/code/pawanbhandarkar/knn-vs-approximate-knn-what-s-the-difference/notebook
https://www.kaggle.com/code/pawanbhandarkar/knn-vs-approximate-knn-what-s-the-difference/notebook

Still Commonly Used In Practice!

e Often in concern with other methods such as neural nets:

" E.g. you can train a 4-layer neural network to classify your data, then use
the third layer activations f(x) as the inputs to your k-NN classifier.

* Could mitigate scaling issues, because the activations f(x) could be
much smaller-dimensionality than the inputs x.

" Advantages: Interpretability, and sometimes even better performance!
Some references:

= Sridhar et al, “Memory-Consistent Neural Networks for Imitation Learning”, ICLR
2024,

= Pari et al, “The Surprising Effectiveness of Representation Learning for Visual
Imitation”, CORL 2021.



KNNs summary

* A simple and versatile ML approach, tied directly to the data.

* No training phase. Ready to make predictions the moment you have the
dataset.

* “Non-parametric”. For KNNs, the data are the parameters.

* Scaling troubles, but still almost always worthwhile as your first algorithm
for a new problem.



End of K-NN
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Need help modeling diabetes risks!
| hope you are doing well in these weird times.

Over the years, |'ve collected data from lots of patients, recording their physical information, their
demographic information, habits, and done their lab work to diagnose diabetes. I'm wondering
~~w: from all this data, could | model the risk of other people with similar characteristics having
diabetes given all this other information about them? And would your applied ML class be able to
help? I've attached the data here for you to take a look.

Eventually, we'll want to explain our findings to patients, and point out any behavioral changes that
would mitigate their risk for diabetes. Even if the risk factors we find are non-modifiable, insurance
companies would be interested in understanding and estimating this risk. Either way, it'd be great
to have something that we can understand and interpret well!




Diabetes Data labels
AGE HEIGHT UPPER LEG LENGTH BMI data m::IIHr|X X EDUCATION FAMILY INCOME RATIO \/7

—
D RIDAGEYR B WAIST 1 M) CHOLESTEROL yvixige WEIGHT gvxemi R RACE BPQC ALCOHOLUSE smpeEpuc? GENDER ' NpFN GLYCOHAEMOGLOBIN fic
69.0 100.0 171.3 1 167.0 39.2 78.3 26.7 | Non-Hispanic Black | yes 1.0 | high school graduate / GED | male 0.84 13.9 jyes
54.0 107.6 176.8| 170.0 40.0 89.5 28.6 | Non-Hispanic White | yes 7.0 | high school graduate / GED | male 1.78 9.1 fyes
72.0 109.2 175.3 1 126.0 40.0 88.9 28.9 | Non-Hispanic White | yes 0.0 | some college or AA degree = male 4.51 8.9 Jyes
56.0 123.1 158.7  226.0 34.2 105.0 41.7 | Mexican American yes 5.0  some college or AA degree = male 4.79 5.5 fno
61.0 110.8 161.8| 168.0 371 93.4 35.7 | Non-Hispanic White | yes 2.0 | college graduate or above | female 5.0 5.5 fno
56.0 85.5 152.8 8 278.0 32.4 61.8 26.5 | Non-Hispanic White | no 1.0 | high school graduate / GED | female 0.48 5.4 fno
65.0 93.7 172.4| 173.0 40.0 65.3 22.0 Ncm White 4.0 9th-11th grade male 1:2 5.2 Ino
26.0 73.7 152.5 168.0 34.4 471 20.3 | Ngn cy ﬁ | g 2.0 | college graduate or above | female 5.0 5.2 fno
76.0 1221 172.5 167.0 35.5 102.4 34.4 | Norr= i;awm. Tte ;e xl 2.0 | college graduate or above  male 5.0 6.9 Jyes
32.0 100.0 166.2 | 182.0 36.5 1197 28.9 | Mexican American no 20.0 | Less than 9th grade male 0.29 5.3 jno
50.0 99.3 185.0 202.0 42.8 80.9 23.6 | Other or Multi-Racial | no 0.0 | college graduate or above  male 5.0 5.0 jno
28.0 90.3 1751 198.0 40.5 92.2 30.1 | Other or Multi-Racial | no 4.0 | some college or AA degree male 2.26 5.0 §no
35.0 94.6 1729 192.0 39.1 78.3 26.2 | Non-Hispanic White | no 2.0 | high school graduate / GED = male 1.74 5.5 no
58.0 114.8 175.3 | 165.0 40.1 96.0 31.2 | Other Hispanic no 1.0 | some college or AA degree | male 3.09 7.7 jno
57.0 117.8 164.7 | 151.0 35.3 104.0 38.3 | Other or Multi-Racial | yes 1.0 | college graduate or above | female 5.0 5.9 fno
37.0 122.9 185.1 189.0 48.1 126.2 36.8 | Non-Hispanic Black | yes 2.0 | high school graduate / GED | male 0.63 6.2 jyes
69.0 96.6 156.9  208.0 37.0 59.5 24.2 | Non-Hispanic White | no 1.0 | some college or AA degree | female 2.44 5.4 Ino
75.0 130.5 169.6  161.0 36.5 111.9 38.9 | Non-Hispanic White | yes 0.0 | high school graduate / GED male 1.08 5.0 jno
43.0 102.6 176.8 200.0 38.8 90.2 28.9 | Non-Hispanic White | no 5.0 | college graduate or above | male 2.03 4.9 no
60.0 113.6 163.8| 203.0 41.6 104.9 39.1 | Non-Hispanic Black | yes 2.0 9th-11th grade female 5.0 6.1 fno
55.0 90.9 167.9  256.0 43.5 60.9 21.6 | Non-Hispanic White | no 0.0 | high school graduate / GED | female 1.29 5.0 jno
65.0 100.3 145.9 | 166.0 30.0 554 26.0  Other Hispanic yes 1.0 | Less than 9th grade female 1.22 6.3 fyes
= =

Data from NHANES 2013/14 survey



Diahetes

Data

DIABETIC

INDEN GLYCOHAEMOGLOBIN [

Data from NHANES 2013/14 survey

HEIGHT UPPER LEG LENGTH BMI HIGH BP EDUCATION FAMILY INCOME RATIO
ID |RIDAGEYR B WAIST r gy CHOLESTEROL i eg  WEIGHT gyxemi R RACE BPQ¢ ALCOHOLUSE ympEDUC2 GENDER

69.0 100.0 171.3 7 167.0 7 39.2 78.3 26.7 | Non-Hispanic Black | yes 1.0 jhigh school graduate / GED = male 0.84
54.0 107.6 176.8 170.0 40.0 89.5 28.6 | Non-Hispanic White | yes 7.0 fhigh school graduate / GED | male 1.78
72.0 109.2 175.3 | 126.0 40.0 88.9 28.9 | Non-Hispanic White | yes 0.0 §some college or AA degree | male 4.51
56.0 123 1 1587 2260 34 2 1050 41 7 Mexican American | ves 5.0 §some college or AA degree | male 4.79
61.0 C I X . d t f t es 2.0 Jcollege graduate or above | female 5.0
56.0 O u m n S ] e n O e ea u reS 1.0 jhigh school graduate / GED | female 0.48
65.0 93.7 172.4| 173.0 40.0 65.3 3 no 4.0 |9th-11th grade male 1.2
26.0 73.7 152.5| 168.0 34.4 47 1 20.3 | Non-Hi 2.0 jcollege graduate or above | female 5.0
76.0 122.1 172.5| 167.0 35.5 102.4 34.4 | Non-Hispanic White 2.0 jcollege graduate or above | male 5.0
—— 1000 166.2  182.0 36.5 79.7 28.9 | Mexican American no 20.0 J|Less than 9th grade male 0.29
P o b . h I d h ° Multi-Racial | no 0.0 jcollege graduate or above | male 5.0
a tl e n t n u m e r' S O u t I S Multi-Racial | no 4.0 §some college or AA degree | male 2.26
rea I I be a fea tu re? anic White | no 2.0 fhigh school graduate / GED | male 1.74
y * panic no 1.0 §some college or AA degree | male 3.09
57.0 117.8 164.7  151.0 35.3 104.0 38.3 | Other or Multi-Racial | yes 1.0 jcollege graduate or above | female 5.0
37.0 122.9 185.1 189.0 48.1 126.2 36.8 | Non-Hispanic Black | yes 2.0 Jhigh school graduate / GED | male 0.63
69.0 96.6 156.9 208.0 37.0 59.5 24.2 | Non-Hispanic White | no 1.0 some college or AA degree | female 2.44
75.0 130.5 169.6  161.0 36.5 111.9 38.9 | Non-Hispanic White | yes 0.0 fhigh school graduate / GED | male 1.08
43.0 102.6 176.8 200.0 38.8 90.2 28.9 | Non-Hispanic White | no 5.0 jcollege graduate or above | male 2.03
60.0 113.6 163.8 208.0 41.6 104.9 39.1 | Non-Hispanic Black | yes 2.0 §9th-11th grade female 5.0
55.0 90.9 1679 256.0 43.5 60.9 21.6 | Non-Hispanic White | no 0.0 jhigh school graduate / GED | female 1.29
65.0 100.3 1459 166.0 30.0 55.4 26.0 | Other Hispanic yes 1.0 jLess than 9th grade female 1.22
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Data Dictionary

* Data sets are often accompanied by a data dictionary that describes each
feature

e Itis critical to understand the data!

* The dictionary for our data:

https://wwwn.cdc.gov/nchs/nhanes/Default.aspx

ID AGE WAIST_CIRCUM HEIGHT CHOLESTEROL UPPER_LEG_LEN WEIGHT BMI RACE (RIDRETH1) HIGH_BP ALCOHOL_USE EDUCATION (DMDEDUC2) GENDER FAMILY_INCOME_RATIO GLYCOHEMOGLOBIN DIABETIC
(SEQN) (RIDAGEYR) (BMXWAIST) (BMXHT) (LBXTC) (BMXLEG) (BMXWT) (BMXBMI) (BPQ020) (ALQ120Q) (RIAGENDR) (INDFMPIR) (LBXGH)

73557 69.0 100.0 171.3 167.0 39.2 78.3 26.7 | Non-Hispanic Black | yes 1.0 | high school graduate / GED | male 0.84 13.9 | yes

73558 54.0 107.6 176.8 170.0 40.0 89.5 28.6 | Non-Hispanic White ' yes 7.0 | high school graduate / GED | male 1.78 9.1  yes

73559 72.0 109.2 175.3 126.0 40.0 88.9 28.9 | Non-Hispanic White | yes 0.0 | some college or AA degree | male 4.51 8.9 yes

73562 56.0 1031 1587 2260 342 1050 417 Memw 5.0 some college or AA degree | male 4.79 5.5 no

73564 61.0 7 7 7 — ref u S e d 9 9 9 d O n t 2.0 | college graduate or above female 5.0 5.5 |no

73566 56.0 1.0  high school graduate / GED | female 0.48 5.4 no

73567 65.0 4.0  9th-11th grade male 1.2 5.2 no

73568 26.0 k n O W 2.0 | college graduate or above female 5.0 5.2  no

73571 76.0 1221 172.5 167.0 355 @ 2.0 | college graduate or above male 5.0 6.9 yes

73577 32.0 100.0 166.2 182.0 36.5 79.7 28.9  Mexican American no 20.0 ' Less than 9th grade male 0.29 5.3  no

73581 50.0 99.3 185.0 202.0 42.8 80.9 23.6 | Other or Multi-Racial  no 0.0 | college graduate or above male 5.0 5.0 no
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https://wwwn.cdc.gov/nchs/nhanes/Default.aspx

A First Look At Decision Trees

(Outside the Context of ML)




Decision Trees for People

How do we train a human to make a diagnosis?

e Often, a kind of flowchart based on tests!
“Decision Tree”

= e.g., how we train psychiatrists to make
diagnoses? =2

e “Explainable” in a clear way, easy to evaluate

Distractibility

'

Due to the direct effects of a
substance (including
medications)

APA DSM Library

N
Y

Y

SUBSTANCE
INTOXICATION;
SUBSTANCE
WITHDRAWAL

Due to the direct effects of a
general medical condition

N

Y

Associated with a
disturbance in attention
and awareness
characterized by a
fluctuating course

DELIRIUM DUE TO
ANOTHER MEDICAL
CONDITION (3.16.1)

Ny

Associated with evidence
of decline in one or more
of the following cognitive
domains: complex
attention, executive
function, learning and
memory, language,
perceptual-motor, or
social cognition

MAJOR or MILD
NEUROCOGNITIVE
DISORDER DUE TO
ANOTHER MEDICAL
CONDITION (3.16.2)

Related to an inability to filter
out unimportant external
stimuli accompanied by other
symptoms of mania

N

OTHER SPECIFIED
MENTAL DISORDER DUE
TO ANOTHER MEDICAL
CONDITION;
UNSPECIFIED MENTAL
DISORDER DUE TO
ANOTHER MEDICAL
CONDITION

N

Y

Related to an inability to
concentrate accompanied by
other symptoms of depression

A4

MANIC EPISODE in
BIPOLAR | DISORDER
(3.3.1) or
SCHIZOAFFECTIVE
DISORDER (3.2.2)

N

Y

Associated with delusions or
hallucinations

\ 4

MAJOR DEPRESSIVE
EPISODE in MAJOR
DEPRESSIVE DISORDER
(3.4.1), BIPOLAR |

(3.3.1) or BIPOLAR Il
(3.3.2) DISORDER, or
SCHIZOAFFECTIVE
DISORDER (3.2.2);
PERSISTENT DEPRESSIVE
DISORDER (3.4.2)

N

Psychotic Disorder [e.g.,
SCHIZOPHRENIA [3.2.1]).
See Delusions Tree (2.5)

| or Hallucinations Tree

(2.6) for differential

dinmnacic




DEAR VARIOUS PARENTS GRANDPARENTS, CO-WORKERS,
AND OTHER “NOT COMPUTER PEOPLE."

WE DON'T MAGICALLY KNOW HOW TO DO EVERYTHING IN EVERY
PROGRAM. WHEN WE HELP YOU, WE'RE USUALLY JUST DOING THIS:

NO

HAVE
YOv BEEN
TRYING THIS FOR
OVER HALF AN
HOUR?

YES

ASK. SOMEONE
FOR HELP
ORGIVE [P

START

FIND A
MEN( ITEM OR
BUTTON WHICH LOOKS
RE\ATED TO WHAT
YOU WANT TO

0K

T GANT IVE TRIED
FIND ONE /Pick ONEN_ THEM ALL.
AT RANDOH, )
OK

:

<&

YES

YOURE
DONE!

GOOGLE THE NAME
OF THE PROGRAM
PLUS A FEW WORDS
RELATED TO WHAT YOU
WANTTO DO,  Fouow
ANY INSTRUCTIONS.

PLEASE PRINT THIS FLOWCHART OUT AND TAPE IT NEAR YOUR SCREEN.

CONGRATULATIONS; YOU'RE NOW THE LOCAL COMPUTER EXPERT!

Credit: xkcd



ldea: We could create decision trees by looking at example input-
>output pairs i.e. learning!

But first, let’s formalize what we mean by a decision tree...



A Decision Tree Based on Boolean Tests

For continuous features, we’ll restrict our study to internal nodes that make
binary decisions™ based on a single feature:

- e.g. is a real-valued feature above or below some threshold?
- e.g. is a binary-valued feature true or false?

* for discrete-valued features we will usually create as many splits as the
number of values.

# days with fever

macrolides

prescribe
macrolides

Decision tree example from: Martignon and Monti. (2010).
Conditions for risk assessment as a topic for probabilistic
education. Proceedings of the Eighth International Conference
on Teaching Statistics (ICOTSS).

macrolides
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“Internal Nodes”
Or “Splits”

“Leaf nodes”

>3 <3

prescribe no
macrolides macrolides




Each Internal Tree Node “Splits” Training Data

(an internal node from a decision tree to classify horse breeds)

ColorOfCoat | TypeOfHorse

black thoroughbred N=5: 3 classes

bay Arabian

black thoroughbred ColorOfCoat
chestnut quarter == ‘black’

black Arabian / \

ColorOfCoat | TypeOfHorse
ColorOfCoat | TypeOfHorse

bay Arabian
black thoroughbred

chestnut guarter
black thoroughbred
black Arabian N=2; 2 classes

N=3; 2 classes




Each Leaf Node Behaves Like a K-NN Neighborhood

(leaf nodes from a decision tree to classify horse breeds)

TypeOfHorse TypeOfHorse

thoroughbred Arabian
thoroughbred guarter
Arabian

N=2; 2 classes
N=3; 2 classes

“classify as thoroughbred” “classify as Arabian / quarter”




Representing Decision Trees

sklearn text
| -——— worst perimeter <= 105.95
| |-—-—- worst concave points <= 0.135
| | |-—-- class: benign
| |-—-- worst concave points > 0.135
| | |-—-- class: malignant
| -——— worst perimeter > 105.95
| |-—-— worst perimeter <= 117.45
| | |-—-- class: malignant
| |-—-—- worst perimeter > 117.45
|

| |--- class: malignant sklearn graphviz

worst perimeter < 105.95
entropy = 0.953

samples = 569

value =[212, 357]

class = benign

entropy = 0.999
samples = 25

entropy = 0.998
samples =57
value =[13, 12] value = [30, 27]

class = malignant class = malignant

L]
dtreeviz
123
cancer
I malignant
I benign
o50.4 10;95 25&.2

worst perimeter

,/< k
64
43 J I
L 0
0 A 50.4

117.45 251.2
0:000 0.14 . 0-291 worst perimeter
worst concave points

&

Al
n=25
malignant

n=320 n=57 n=167
malignant malignant

Decisions trees generated on Wisconsin
Breast Cancer dataset in sklearn 74



Decision Tree — Induced Partition

| -—— worst perimeter <= 105.95

| |--— worst concave points <= 0.135 030 4 -
| | |-—— class: benign . ® |
| |-—— worst concave points > 0.135 0.25 - =
| | |--- worst concave points < 0.16 g .
| | | |-—-- class: benign 'g 0.20 -
| | |-—-- worst concave points > 0.16 py
| | | | --- worst perimeter > 80 - - .
| | | | | -=—- class: malignant e
| | | | -—-- worst perimeter < 80 O
| | | | | --- class: benign 0 B
g Cancer
ok B malignant
BN benign
0.00 -

| | | | | | |
50 75 100 125 150 175 200 225 250
worst perimeter

Decisions trees generated on Wisconsin
Breast Cancer dataset in sklearn 75



Decision Tree — Induced Partition

| -—- worst perimeter <= 105.95

| |--— worst concave points <= 0.135 030 4 -
| | |-—— class: benign . ® |
| |-—— worst concave points > 0.135 0.25 - =
| | |--- worst concave points < 0.16 g .
| | | |-—-- class: benign 'g 0.20 -
| | |-—-- worst concave points > 0.16 py
| | | | --- worst perimeter > 80 - - .
| | | | | --- class: malignant e
| | | | -—- worst perimeter < 80 O
| | | | | --- class: benign 0 B
g Cancer
ok B malignant
B benign
0.00 -

| | | | | | |
50 75 100 125 150 175 200 225 250
worst perimeter

Decisions trees generated on Wisconsin
Breast Cancer dataset in sklearn 76



Decision Tree — Induced Partition

| -—- worst perimeter <= 105.95

| |--- worst concave points <= 0.135 0.30 1 N .
| | |--- class: benign . o° . . ® |
o
| |--- worst concave points > 0.135 0.25 - °® :0 ,;. %0"..
| | |--- worst concave points < 0.16 hd Y I .
, = g e B .
| | | |--- class: benign S 020 - % o 3 ° ."fo N
: Q. s‘ ®e
| | |-—-— worst concave points > 0.16 O . .o"u"%?’?o':. %
o
| | | | --- worst perimeter > 80 - - o «';.. ° o o
| | | | | -=—- class: malignant § ¥ o* °
| | | | -—- worst perimeter < 80 ! .
| | | | | --- class: benign 0 B
o
= Cancer
ek mmm malignant
BN benign
0.00 -

| | | | | | |
50 75 100 125 150 175 200 225 250
worst perimeter

Decisions trees generated on Wisconsin
Breast Cancer dataset in sklearn 77



Decision Tree — Induced Partition

| -—- worst perimeter <= 105.95

| |--- worst concave points <= 0.135 0.30 4 N .
| | |--- class: benign " o® . e*
[}
| |--- worst concave points > 0.135 0.25 A o ® o ® ,;. ol o
. W 2 o2
| | |-—-- worst concave points < 0.16 < S WICIELY XY ®
| | | |--- class: benign S 0201 % o ;‘,.‘{d’."{-..o. , ®
| | |--- worst concave points > 0.16 o . .o'.ﬂ':o?’ah“’.' o
| | | | -—— worst perimeter > 80 - % SRy ° o o
, © 015 - Mi.. 3
| | | | | =--- class: malignant = ye
| | | | -—- worst perimeter < 80 O e e °
| I | | | --- class: benign go.lo- ’:‘
= Cancer
el B malignant
B benign
0.00 -
) . N ! f f | | | [ | |
So let’s ask our usual question: what is 0 75 100 125 150 175 200 225 250

worst perimeter

the hypothesis class expressed by a DT?

Decision trees divide the feature space into axis-aligned “hyperrectangles”






&~ Decision Trees with Boolean

? Variables
Ny t'.-r



Decision Trees and Boolean Functions

 Decision trees can represent any Boolean function of the features

A xor B A
T F

606 e

* In the worst case, the tree will require exponentially many nodes

M — T —|m

A
-
.
F
F

m — — T
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Decision Trees and Boolean Functions

 Decision trees can represent any boolean function of the features

B A xor B
T F

— —|>

A

row = path to leaf

B

B

==L Y R

82



Decision Trees and Boolean Functions

* DTs have a variable-sized hypothesis space based on their depth
" Depth 1: any boolean function based on one feature
" Depth 2: any boolean function based on two features

A A

T F T F °,
DTs of depth 1 ¢
are also called B B

I NE
T, YR

83
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‘ CIS 4190/5190: Lec 10 Wed Oct 2,
\ ] 2024.

Decision Trees (part 2 / 2)



Recap: Decision Trees

“Internal Nodes”
Or “Splits”

“Leaf nodes”

>3 <3

prescribe no
macrolides macrolides




Training Decision Trees




Decision Tree Classifier
= “20-Questions” >

No Yes

Alice has an object / person in Ever Alive? L —

mind
No Yes No Yes
Bob can ask her up to 20 yes/no /\

questions, must guess as quickly - Mammal? Friend?
as possible /\ /\
Questions = Decision Tree nodes In Family?
Number of questions = depth of No Yes
tree .1
ldentity ~ Category Label No/\Yes

Intuitively, must ask questions such that we expect the answers to:
 “rule out as many category options as possible”
 “reveal as much information about the label as possible”




op-Down Decision Tree Training — Grow top down

A
T F

606 e




Top-Down Decision Tree Induction
[ID3 (1986), C4.5(1993) by Quinlan]

Let D be a set of labeled instances; D = {(x;, y))} =1 = [Xnxp» YNxi]
Let D[X; = v] be the subset of D where feature X; has value v

function train tree (D)

1. If data D all have the same label y, return new leaf node (y)
2. Pick the “best” feature X; to partition D

3. Setnode = new decision_ node (Xj)

4. For each value v that X; can take
= Recursively create a new child train tree (D[X; = v]) of node

5. Return node



op-Down Decision Tree Training

A
T F

606 e




Top-Down Decision Tree Induction
[ID3, C4.5 by Quinlan]

Let D be a set of labeled instances; initially D = {x;, y;}}~1 = [Xnxp» Ynxi]
Let D[X; = v] be the subset of D where feature X; has value v

How do we choose which feature is
function train tree (D) best?

1. If data D all have the sar%@turn new leaf node (y)

2. Pick the “best” feature X; to partition D
3. Setnode = new decision_ node (Xj)

4. For each value v that X; can take
= Recursively create a new child train tree (D[X; = v]) of node

5. Return node

93



Choosing the “Best Feature”

Key problem: how should we choose which feature to split the data?

Possibilities:

Choose any
feature at
random?

924



Diabetes DT — Random Features

So much for interpretability!
Would this even fit the training data?

Is this really the best way to choose splits?

95



Choosing the Best Feature

Key problem: how should we choose which feature to split the data?

Possibilities:

Choose any
feature at
random

96



Choosing the Best Feature

Key problem: how should we choose which feature to split the data?

Possibilities:
ecan
Choose any Choose the
feature at feature with the
random largest expected

information gain

_— \

I.e., the feature that is expected to
result in the shortest subtree

97






Learning Smaller Models




Learning bias: Occam’s Razor

Principle stated by William of Ockham (1285-1347)
" “non sunt multiplicanda entia praeter necessitatem”
" entities are not to be multiplied beyond necessity
" also called Ockham’s Razor, Law of Economy, or Law of Parsimony

Key Idea: The simplest consistent explanation is the best

(Recall: this is also why we have studied bias-variance
tradeoffs, regularization, feature selection etc.)

https://en.wikipedia.org/wiki/William of Ockham 101



https://en.wikipedia.org/wiki/William_of_Ockham

DT with random features

How could we make smaller trees (and make Occam happy)?

)



Recap: ID3 learning approach

Top-Down Decision Tree Induction
[ID3 (1986), C4.5(1993) by Quinlan]

Let D be a set of labeled instances; D = {(xi,yi)}{-v:l = [Xyxp,» ¥Ynxil
Let D[X; = v] be the subset of D where feature X; has value v

function train tree (D)
1. If data D all have the same label y, return new 1eaf node (y)

2. Pick the “best” feature X; to partition D
3. Setnode = new decision_node (Xj)
4

. For each value v that X] can take

" Recursively create a new child train tree (D[X; = v]) of node

5. Return node

The only way to stop growing a tree larger is to get to homogenous decision

nodes where all samples have the same label



A Measure of Impurity




Choosing Features for Short Decision Trees
Subset of Data

Key Idea: good features ideally partition the data into subsets [s., s eiciiononseaica oaseri
that are either “all positive” (blue) or “all negative” (orange) o
it tit N
it it :zi
High Blood Pressure? Educatlon ’’’’ :‘;

B
/ \ /\/ Vp)
0\ L

Which split is more informative?

105



Impurity

* Measures the level of impurity/homogeneity in a group of samples

106



Impurity

* Measures the level of impurity/homogeneity in a group of samples

Note: All x’s is also “pure”

Could we come up with an “impurity function” of a set of samples?

107



A Candidate For An “Impurity Function”: Entropy

* Let Y be any discrete random variable that can take on n values
* The entropy of Y is given by

n

H(Y) = —z P(Y =¢)log, P(Y = ¢) Shannon
c=1

Strictly, the entropy H(Y) maps from a probability distribution (over the class
label random variable Y) to an impurity score

0

We'll denote H(D) to map from a data subset D to the impurity score, by
setting probability distribution = empirical distribution of labels Y in D

108



Entropy of Binary Classes

Entropy H(D) = — .. P(Y = c¢)log, P(Y = ¢),
where different ¢’s correspond to different class labels

Min Impurity Max Impurity
All instances in  [nstances split evenly among
same class classes

H(D) = —-1logl H(D) = —-0.5log0.5—0.5l0og0.5

proportion of positive class
]

Image: Tom Mitchell 109



Choosing Features for Short Decision Trees

it it
it it
High Blood Pressure? Education
» S 3 "‘o,)) e
it fteee { | { TIRITL

Recall: Ask questions such that the answers will reduce impurity in child nodes

When considering splitting on attribute / feature X;,

* Need to estimate the “expected drop in impurity” after “getting the
answer” /partitioning the data

* “Information Gain” based on our entropy function:
IG(D, X)) = H(D) — £, H(D[X; = v])P(X; = v)

110



Information Gain

Entropy H(D) = — >, P(Y = ¢)log, P(Y = ¢),
where different ¢’s correspond to different class labels

IG(D,X;) = H(D) — X, H(D|X; = v])P(X; = v)

NN N N\

* The second term is sometimes called the “conditional entropy”:

H(D|X;) = Z H(D|X; = v])P(X; = v) \

* The information gain may then also be written as:
IG(D,X;) = H(D) — H(D|X))

E[?]
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Example IG Calculation
IG(D, X;) = H(D) — X, H(D|X; = v|)P(X; = v)

shape is feature #)) A A H(parent) =
14 14 16 16
30 instances{ A @ — <%10g2 %> — <%log2 %)
14 blue, B
16 orange = 0.996

weighted_mean(H(children)) =

17 13
— - 0.787 + — - 0.391
12 orange 30 30
= 0.615
[ H(child)) =
131 13 4 | 4 1 | 1 121 12 |G = 0.996 -0.615 =
- ﬁ0g21—7 - 1—70g2ﬁ - 1_30g2ﬁ - 1—30g2ﬁ

— 0.787 —0.391 ~19))

Based on example by Pedro Domingos
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Revisiting Our Diabetes Example

ID
(SEQN) (BPQ020)

HIGH_BP EDUCATION (DMDEDUC2) DIABETIC

Which split is more informative?

73557 | yes
73558 | yes

7777777
7777777

high s
high s

chool graduate / GED | yes
chool graduate / GED | yes

ome or AA degr

ome ge or AA degr ""** ""'*
olleg e or abov
T diidd diiid
9th-11th gr:

Il bovi

High Blood Pressure? Education

Qe

ade no
college graduate or above es
ss than 9th grade no o) \S\O C
college graduate or above no &\(\ \\g\ oy % O//
some college or AA degree | no YeS N O L q "\N 30 QO e&@g
K wn o/ rad
A S
L Y

et fetet o AN LA il

Now we can solve it computationally via information gain
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Information Gain For Diabetes Example

HIGH_BP EDUCATION (DMDEDUC2) DIABETIC

ID

(SEQN) (BPQ020)

73557 | yes
73558 | yes

73559

73562 | yes
73564 | yes
73566 | no
73567 | no
73568 | no
73571 | yes
73577 | no
73581 | no
73585 | no

Y
Yi
yes
Y
Y

high school graduate / GED
high school graduate / GED

some college or AA degree

some college or AA degree  no
college graduate or above no

high school graduate / GED | no

9th-11th grade

yes
yes

yes

High BP

college graduate or above no

college graduate or above

Less than 9th grade

yes

college graduate or above no

some college or AA degree | no

Need to compute:
IG(D,High BP) = H(D)- H (D |High BP)
IG(D, Education) = H(D)- H (D| Education)

<
M
n

o

<9th 9th-11th HS grad some college college grad
Education
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Information Gain For Diabetes Example

(SEQN) (BPQ020)

HIGH_BP EDUCATION (DMDEDUC2) DIABETIC

73557 | yes
73558 | yes

73559

73562 | yes
73564 | yes
73566 | no
73567 | no
73568 | no
73571 | yes
73577 | no
73581 | no
73585 | no

y! high school graduate / GED | yes
y! high school graduate / GED | yes
yes some college or AA degree | yes
y some college or AA degree  no
y college graduate or above no
high school graduate / GED | no
9th-11th grade

college graduate or above no

college graduate or above yes

college graduate or above no

High BP

Less than 9th grade

some college or AA degree | no

Need to compute:

<9th 9th-11th

Education

HS grad some college college grad

H

IG(D,High BP) = H(D)

—H (D [High b

IG(D, Education) = H(D)- H (D| Education)

H(D) = - 4/12 1g 4/12
- 8/121g 8/12
- 0.918
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Information Gain For Diabetes Example

ID HIGH_BP EDUCATION (DMDEDUC2) DIABETIC
(SEQN) (BPQ020)

73557 | yes high school graduate / GED | yes
73558 | yes high school graduate / GED | yes
73559 | yes some college or AA degree | yes
73562 | yes some college or AA degree | no
73564 | yes college graduate or above no
73566 | no high school graduate / GED | no
73567 | no 9th-11th grade

73568 | no college graduate or above no
73571 | yes college graduate or above yes
73577 | no Less than 9th grade

73581 | no college graduate or above no
73585 | no some college or AA degree | no

Need to compute:

IG(D,High BP) =
IG(D, Education) = H(D)- H (D| Education)

I
%yesi
< -
®» |
T ol f

<9th 9th-11th

Education

HS grad some college college grad

z = (6/12) * (-2/6 1g 2/6
H(D) - H (D |High BP) _4/6 g 4/6)

+(6/12) * (0)
= 0.459
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Information Gain For Diabetes Example

ID HIGH_BP EDUCATION (DMDEDUC2) DIABETIC
(SEQN) (BPQO020)
_ I 1 1 I I I I I I I
73557 | yes high school graduate / GED | yes m I I I I I I I I I I
73558 | yes high school graduate / GED | yes m yeS | | | 1 | | | 1 | 1
73559 | yes some college or AA degree | yes 1 | 1 | 1 | | | | |
73562 | yes some college or AA degree | no _: : I : l : l I l I l
73564 | yes college graduate or above | no bo I : I : I : : : : 1
73566 | no high school graduate / GED | no _— | 1 | 1 | | | 1 | :
73567 | no 9th-11th grade I n O | | | | | 1 | ' 1 | ' ' |
73568 | no college graduate or above no I I I I I I I l I l
L ] | & S L ] | ] - - |
73571 | yes college graduate or above yes
73577 | no Less than 9th grade o
73581 | no college graduate or above | no < 9 t h 9th - 1 1 th H S g d m I I I I d
73585 | no some college or AA degree  no ra S O e C O e g e C O e ge g ra

Bdu_ (1/12)* 0+ (1/12)* 0
Need to compute: +(3/12) *(-1/31g 1/3
IG(D,High BP) = H(D)- H (D |High BP) -2/31g2/3)
’ +(3/12) * (-2/3 Ig 2/3

IG(D, Education) = H(D) - H (D| Education) -1/31g 1/3)
+(4/12) * (-3/41g 3/4

- 1/41g” (4)

=0.730




Information Gain For Diabetes Example

ID

(SEQN) (BPQ020)

HIGH_BP EDUCATION (DMDEDUC2) DIABETIC

73557 | yes
73558 | yes

73559

73562 | yes
73564 | yes
73566 | no
73567 | no
73568 | no
73571 | yes
73577 | no
73581 | no
73585 | no

Y
Yi
yes
Y
Y

high school graduate / GED | yes
high school graduate / GED | yes
some college or AA degree | yes
some college or AA degree  no
college graduate or above no

high school graduate / GED | no

High BP

9th-11th grade

college graduate or above no
college graduate or above yes
Less than 9th grade

college graduate or above no

some college or AA degree | no

Need to compute:
IG(D, High BP) = H(D)- H (D |High BP) = 0.918 - 0.459 = 0.459 Y
IG(D, Education) = H(D)- H (D| Education) = 0.918 - 0.730 =0.188

<9th 9th-11th HS grad some college college grad
Education
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A Problem with Information Gain

* |G does indeed identify features that lead to more homogeneous child
nodes.

e But note that it is easier for child nodes to be more homogeneous, when
there are more children.

" For example, what if each child has just one sample? E.g. unique IDs,
dates, phone number etc.



What If Every Child Node Holds 1 Training Sample?

ID HIGH_BP EDUCATION (DMDEDUC2) DIABETIC

(SEQN) (BPQO020)
73557 | yes high school graduate / GED | yes
73558 | yes high school graduate / GED | yes
73559 | yes some college or AA degree | yes
73562 | yes some college or AA degree | no
73564 | yes college graduate or above | no I---II---II---II---II---II---II---II---II---II---II---II---I
73566 | no high school graduate / GED | no I l I l I l I l I l I l I l I l I l I I I I I I
73567 | no 9th-11th grade no | 1] 1] 1 | 1 | 1] 1] | 1 | 1 | 1 1] 1] |
73568 | no college graduate or above | no | | | | | | | | | | | | | 1 | | | 1 | 1 | 1 | |

LN N ] LN N ] LN N ] . . LN N ] LN N ] . . . LN N ] LN N ]

73571 | yes college graduate or above yes
73577 | no Less than 9th grade no
73581 | no college graduate or above | no Pati e nt I D
73585 | no some college or AA degree  no

Need to compute:

1/12*0+1/12*0+....
0

IG(D,ID) = H(D)- H (D |ID)

|G =0.918 ... highest
possible!




A Problem with Information Gain

* |G does indeed identify features that lead to more homogeneous child
nodes.

e But note that it is easier for child nodes to be more homogeneous, when
there are more children.

" For example, what if each child has just one sample? e.g. unique IDs,
dates, phone number etc.

" More broadly, more child nodes = fewer data at each node = less
reliable estimates of statistical properties such as entropy and more
likely to overfit.

So we would like to combat IG’s preference for creating many child nodes






Compensating for Features with Many Values

Gain Ratio can compensate for this: Ratio of task-relevant
information to task-

__ I6(Dx)) non-specific intrinsic
GR (D’XJ') o Splitlnfo(D,Xj) < information

Splitinfo(D,X;) = —z P(X; = v)log, P(X; = v)
\

entropy of the split,
|2)| ignoring classes

Split information measures the intrinsic information in the feature, not specific to the task ---
it doesn’t account for the class labels in any way.

Higher split information =>
* more child nodes (splits), and/or

* more even distribution of parent samples amongst the children.
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Gain Ratio Example

Already Computed:

H( )=0.918

*H (D | High BP) = 0.459
(D | Education) =0.730
(

(

High BP

D High BP) = 0.459
D, Education) = 0.188

-H
3le
-1G

ol ¢ # f f i

<9th 9th-11th HS grad some college college grad
Education

Need to compute:
GainRatio(D High BP) = IG(D, High BP) / Splitinfo(D, High BP)
GainRatio(D, Education) = IG(D, Education) / SplitInfo(D, Education)
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Gain Ratio Example

I S N N N N N N S N N N S N N N S N N N S S N N R R N N R N N N R |

Already Computed: ! '
“H(D) - 0918 Q. yes | § iy !

*H (D | High BP) = 0.459 - b o e e e e e e
*H (D | Education)=0.730 o0 i‘ """""""""""""""""""""""""" :
* |G(D High BP) = 0.459 I no !
|G(D, Education) = 0.188 i_! ______ !________'___________' ____________ !_'____!

<9th 9th-11th HS grad some CCW

. = - g
Education _6/12 Ig 6/12
Need to compute: =1

GainRatio(D High BP) = IG(D, High BP) / Splitinfo(D, High BP)  ©
GainRatio(D, Education) = IG(D, Education) / SplitInfo(D, Education)
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Gain Ratio Example

Already Computed:

H( )=0.918

*H (D | High BP) = 0.459
(D | Education) =0.730
(

(

High BP

D High BP) = 0.459
D, Education) = 0.188

-H
3le
-1G

Need to compute:
GainRatio(D High BP)
GainRatio(D, Education) =

|G(D, Education) / Splitinfo(D, Education)

- e 1 - 1 - =1 " H
yes || i ] i i i i ” “ i
A L o
I I I I | I I 1 I |
b g b et 1] | 3 | Ty
oy i it 1
th_1 1 th - ' - B

oth P 11219112 - 1/121g 1/12
-3/121g 3/12 - 3/121g 3/12

_4/12 g 4/12

- IG(D, High BP) / Splitl.:%



Gain Ratio Example

Already Computed:

H( )=0.918

*H (D | High BP) = 0.459
(D | Education) =0.730
(

(

High BP

D High BP) = 0.459
D, Education) = 0.188

-H
3le
-1G

ol ¢ # f f i

<9th 9th-11th HS grad some college college grad
Education

Need to compute:
GainRatio(D High BP) = IG(D, High BP) / Splitinfo(D, High BP) = 0.459/1=0.459

GainRatio(D, Education) = IG(D, Education) / SplitInfo(D, Education)=0.188/2.126
= 0.088

Exercise: Try this with the patient ID feature. |
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Aside: Gini Index Reduction Criterion

There is another widely used criterion aside from IG and GR, the “Gini

Index” for binary classification. (not a

. : _ great guy)
e Recall how we compute Information Gain = Entropy Reduction:

» Entropy H(D) = ). P(Y = c¢)(—log, P(Y = ¢))

" Information Gain = Entropy of parent — Weighted Average
Entropy of Children

* Analogously, Gini Index Reduction:
®* Giniindex Gini(D) =), P(Y =c) (1 —P(Y =¢))
" Gini gain = Gini of parent — Weighted Average Gini of Children

You will get to play with this in HW3.

Q: Does Gini index also prefer creating more children?

Yes. Discussion here: https://stats.stackexchange.com/questions/395278/the-reason-why-gini-index-is-in-favor-of-multivalued-attributes



https://stats.stackexchange.com/questions/395278/the-reason-why-gini-index-is-in-favor-of-multivalued-attributes

Aside: Numeric Features ¢ dovewith fover

* Change to binary splits by choosing a 22 <2

macrolides

* One method: >3 3

= Sort instances by value, identify

adjacencies with different classes

4 6
Yes Yes

2 3
Yes No

candidate splits

" Then, choose among splits by IG or GR

Days with Fever: 1 1
Prescribe macrolides?: No No

This amounts to converting a continuous feature X; into a collection of binary
features: 1[X; > t;], 1[X; > t,], 1[X; > t3], ... before selecting highest IG /
GR features L
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Aside: Decision Trees for Regression (Real-Valued Targets)

Everything remains the same except:

Decision Tree Regression

* Measure of impurity has to apply to

continuous targets. E.g. standard deviation i .o n - Eagtf—jggtgjg
or entropy of continuous target A = e 2 _
= So, e.g., impurity reduction = Standard Ny e
deviation of parent node — weighted g1l | L\
average standard deviation of children 05 ) e o
nodes - =]
* Making scalar label predictions at a leaf 15 U
node: S
= Similar to KNNs for regression, simply https://scikit-learn.ore/stable/auto examifs/tree/mot tree regressionhtml

take the average of the training target
labels at the leaf node.


https://scikit-learn.org/stable/auto_examples/tree/plot_tree_regression.html




? DT Training via Gain Ratio
L(J'( Lt..—
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We are Ready to Train the D

for Diabetes!

SEQN RIDAGEYR BMXWAIST BMXHT LBXTC BMXLEG BMXWT BMXBMI RIDRETH1 BPQ020 ALQ120Q DMDEDUC2 RIAGENDR INDFMPIR LBXGH DIABETIC
73557 69.0 100.0 171.3 | 167.0 39.2 78.3 26.7 Non-Hispanic Black | yes 1.0 | high school graduate / GED | male 0.84 13.9 yes

73558 54.0 107.6 176.8 170.0 40.0 89.5 28.6 | Non-Hispanic White | yes 7.0 | high school graduate / GED | male 1.78 9.1 yes

73559 72.0 109.2 175.3 1 126.0 40.0 88.9 28.9 | Non-Hispanic White | yes 0.0  some college or AA degree | male 4.51 8.9 yes

73562 56.0 1281 158.7 | 226.0 34.2 105.0 41.7 | Mexican American yes 5.0  some college or AA degree | male 4.79 5.5 no

73564 61.0 110.8 161.8 168.0 371 93.4 35.7 | Non-Hispanic White | yes 2.0 | college graduate or above | female 5.0 5.5 no

73566 56.0 85.5 152.8 | 278.0 32.4 61.8 26.5  Non-Hispanic White | no 1.0 | high school graduate / GED | female 0.48 5.4 | no

73567 65.0 93.7 172.4 173.0 40.0 65.3 22.0  Non-Hispanic White ' no 4.0 | 9th-11th grade male 1.2 5.2 no

73568 26.0 73.7 152.5 168.0 34.4 471 20.3 | Non-Hispanic White ' no 2.0  college graduate or above | female 5.0 5.2 no

73571 76.0 1221 172.5 167.0 35.5 102.4 34.4  Non-Hispanic White | yes 2.0  college graduate or above | male 5.0 6.9 yes

73577 32.0 100.0 166.2  182.0 36.5 79.7 28.9 | Mexican American no 20.0 | Less than 9th grade male 0.29 5.3 no

73581 50.0 99.3 185.0 202.0 42.8 80.9 23.6 | Other or Multi-Racial K no 0.0 | college graduate or above | male 5.0 5.0 no

73585 28.0 90.3 1751 198.0 40.5 92.2 30.1 | Other or Multi-Racial | no 4.0 some college or AA degree K male 2.26 5.0 no

73589 35.0 94.6 1729 192.0 39.1 78.3 26.2  Non-Hispanic White ' no 2.0 | high school graduate / GED | male 1.74 5.5 no

73595 58.0 114.8 175.3 | 165.0 40.1 96.0 31.2 | Other Hispanic no 1.0 some college or AA degree | male 3.09 7.7 no

73596 57.0 117.8 164.7  151.0 35.3 104.0 38.3 | Other or Multi-Racial | yes 1.0  college graduate or above | female 5.0 5.9 no

73600 37.0 122.9 185.1 189.0 48.1 126.2 36.8 Non-Hispanic Black | yes 2.0 | high school graduate / GED ' male 0.63 6.2 yes

73604 69.0 96.6 156.9  203.0 37.0 59.5 24.2  Non-Hispanic White ' no 1.0 some college or AA degree | female 2.44 5.4 no

73607 75.0 130.5 169.6  161.0 36.5 111.9 38.9 | Non-Hispanic White | yes 0.0  high school graduate / GED A male 1.08 5.0 no

73610 43.0 102.6 176.8  200.0 38.8 90.2 28.9  Non-Hispanic White ' no 5.0 | college graduate or above | male 2.03 49 no

73613 60.0 113.6 163.8 | 203.0 41.6 104.9 39.1 | Non-Hispanic Black | yes 2.0 9th-11th grade female 5.0 6.1 no

73614 55.0 90.9 167.9  256.0 43.5 60.9 21.6  Non-Hispanic White ' no 0.0 ' high school graduate / GED | female 1.29 5.0 no

73615 65.0 100.3 1459 166.0 30.0 55.4 26.0 Other Hispanic yes 1.0 | Less than 9th grade female 1.22 6.3  yes

73616 62.0 95.5 172.8  171.0 38.4 71.8 24.0  Non-Hispanic White ' no 2.0 some college or AA degree | female 5.0 5.5 no

73619 36.0 91.1 1731 162.0 38.9 81.7 27.3 | Mexican American no 2.0 | high school graduate / GED | female 0.84 5.0 no

73621 80.0 98.2 176.2 161.0 40.4 76.4 24.6  Non-Hispanic White ' no 5.0 | college graduate or above | male 5.0 5.6 no —
73622 72.0 115.6 185.4 1 186.0 39.7 99.5 28.9 | Non-Hispanic White | no 4.0 | colleae araduate or above | male 5.0 6.0 ' no L . ’ )
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Gain Ratio-Based Greedy DT Construction

SEQN RIDAGEYR BMXWAIST BMXHT LBXTC BMXLEG BMXWT BMXBMI RIDRETH1 BPQ020 ALQ120Q DMDEDUC2 RIAGENDR INDFMPIR DIABETIC

73557 69.0] 100.0 171.30 167.0¢ 39.2 78.3 26.7 Non-Hispanic Black |l yes 1.0 @high school graduate / GEDl§ male 0.84

73558 54.0 107.6 176.8Q 170.f 40.0 89.9 28.68 Non-Hispanic White |l yes 7.0 ihigh school graduate / GED§ male 1.78 'Y

735509) 72.0 1002 | 175.3f 126.0 s00fl ssdl  28.9l Non-Hispanic White [ yes 0.0 ffsome college or AA degree ff male 451 G I Ve n d a t a S et D —

73562 56.0 123.1 158.7 226.0) 34.2 105.0 41.78 Mexican American yes 5.0 fisome college or AA degree [l male 4.79 ,

73564 61.0] 110.8 161.8f1 168.0§ 371 934 35.78 Non-Hispanic White |l yes 2.0 fcollege graduate or above [ female 5.0

73566 56.0 85.5 152.8Q 278. 32.4 61.9 26.58 Non-Hispanic White ll no 1.0 @high school graduate / GED@ female 0.48

73567 65.0; 93.7 172.48 173.0 40.0 65.3 22.08 Non-Hispanic White l§ no 4.0 @oth-11th grade male 1.2 . : b :
73568 26.0 73.7 152.5)0 168.0§ 34.4 471 20.38 Non-Hispanic White [l no 2.0 fcollege graduate or above [ female 5.0 I C e a t u r e * t O S p I t u p O n W I t t e
73571 76.0 122.1 172.5 167. 35.5 102.4 34.48 Non-Hispanic White |l yes 2.0 lcollege graduate or above W male 5.0 j

73577 32.0] 100.0 166.2] 182.0 36.5 79.7 28.98 Mexican American no 20.0 Less than 9th grade male 0.29 L [ L3

73581 50.0] 99.3 185.00 202.0¢ 42.8 80.9 23.6) Other or Multi-Racial no 0.0 licollege graduate or above W male 5.0 I g h e S t I G ( O r G a I n R a t I O )

73585 28.0] 90.3 1751 198. 40.5 92.2 30.18 Other or Multi-Raciad no 4.0 @some college or AA degree || male 2.26

73589 35.0] 94.6 172.98 192.0¢ 39.1 78.3 26.28 Non-Hispanic White | no 2.0 [@high school graduate / GED} male 1.74

73595 58.0] 114.8 175.30 165.08 40.1 96.0 31.2 Other Hispanic no 1.0 lisome college or AA degree || male 3.09

73596 57.0] 117.8 164.78 151.0¢ 35.3 104.9 38.38 Other or Multi-Raciall yes 1.0 @college graduate or above W female 5.0 . P t A t A D = X

73600 37.0 122.9 185.1 189. 48.1 126.2 36.58 Non-Hispanic Black | yes 2.0 @high school graduate / GEDf male 0.63 a r I I O n V I a g

73604 69.0; 96.6 156.98 203.0 37.0 59.9 24.28 Non-Hispanic White l§ no 1.0 @isome college or AA degree [ female 2.44 _I

73607 75.0] 130.5 169.6f1 161.0¢ 36.5 111.9 38.98 Non-Hispanic White |l yes 0.0 [@high school graduate / GEDl§ male 1.08

73610 43.0] 102.6 176.8Q 200.f 38.8 90.2% 28.98 Non-Hispanic White ll no 5.0 ficollege graduate or above @ male 2.03 L4

73613 60.0 113.6 163.8 203.0) 41.6 104.9 39.18 Non-Hispanic Black | yes 2.0 §9th-11th grade female 5.0 . R e C u rS e u n t I I n O d e S a r e h O m O g e n O u S
73614 55.0 90.9 167.9f 256.0 43.5 60.9 21.6 Non-Hispanic White ll no 0.0 high school graduate / GEDJjl female 1.29

73615 65.0] 100.3 145.98 166.0§ 30.0 55.4 26.08 Other Hispanic yes 1.0 flLess than 9th grade female 1.22

X, X, ...

Dataset partition D[LBXGH < 6.15]

SEQN RIDAGEYR BMXWAIST BMXHT LBXTC BMXLEG BMXWT BMXBMI RIDRETH1

73562
73564
73566
73567
73568
73577
73581
73585
73589
73596
73604
73607
73610
73613
73614

56.0
61.0
56.0
65.0
26.0
32.0
50.0
28.0
35.0
57.0
69.0
75.0
43.0
60.0

55.0

123.1
110.8
85.5
93.7
73.7
100.0
99.3
90.3
94.6
17.8
96.6
130.5
102.6
113.6

90.9

158.7
161.8
152.8
1724
152.5
166.2
185.0
176.1
172.9
164.7
156.9
169.6
176.8
163.8

167.9

226.0
168.0
278.0
173.0
168.0
182.0
202.0
198.0
192.0
151.0
203.0
161.0
200.0
203.0
256.0

34.2
37.1
324
400
34.4
36.5
428
405
39.1
353
37.0
36.5
38.8
416
435

105.0
93.4
61.8
65.3
474
79.7
80.9
92.2
78.3

104.0
59.5

1119
90.2

104.9

60.9

41.7
35.7
26.5
22.0
20.3
28.9
23.6
30.1
26.2
38.3
24.2
38.9
28.9
39.1

21.6

Mexican American
Non-Hispanic White
Non-Hispanic White
Non-Hispanic White
Non-Hispanic White
Mexican American

Other or Multi-Racial
Other or Multi-Racial
Non-Hispanic White
Other or Multi-Racial
Non-Hispanic White
Non-Hispanic White
Non-Hispanic White
Non-Hispanic Black
Non-Hispanic White

BPQ020 ALQ120Q

yes 5.0
yes 2.0
no 1.0
no 4.0
no 2.0
no 20,0
no 0.0
no 40
no 2.0
yes 1.0
no 1.0
yes 0.0
no 5.0
yes 2.0
no 0.0

some college or A degree
college graduate or above
high school graduate / GED
9th-11th grade

college graduate or above
Less than 9th grade
college graduate or above
some college or AA degree
high school graduate / GED
college graduate or above
some college or AA degree
high school graduate / GED
college graduate or above
9th-11th grade

high school graduate / GED

male
female
female
male
female
male
male
male
male
female
female
male
male
female

female

4.79
5.0
0.48
1.2
5.0
0.29
5.0
2.26
1.74
5.0
2.44
1.08
2.03
5.0

LBXGH
55
55
5.4
52
52
5.3
5.0
5.0
55
59
5.4
5.0
4.9
6.1
5.0

DIABETIC

no

GLYCOHEMOGLOBIN (LBXGH) <6.15
entropy = 0.92

the highest IG

" X,, (LBXGH) < 6.15 has

samples = 1082
value =[720, 362]
class = None

True False

SEQN RIDAGEYR BMXWAIST BMXHT LBXTC BMXLEG BMXWT BMXBMI RIDRETH1 BPQO20 ALQ120Q DMDEDUC2
entropy = 0‘533 73557 69.0 1000 1713 167.0 39.2 783 26.7 | Non-Hispanic Black  yes 1.0 | high school graduate / GED
Samples =792 73558 54.0 1076 1768 1700 400 895 28.6 | Non-Hispanic White  yes 7.0 | high school graduate / GED

73559 72.0 1002 1753 126.0 400 889 28.9 | Non-Hispanic White  yes 0.0 | some college or A degree

value = [6961 96] 73571 76.0 1221 1725  167.0 355 102.4 34.4 | Non-Hispanic White  yes 2.0 | college graduate or above
ClaSS = None 73595 58.0 1148 1753  165.0 40.1 96.0 31.2 | Other Hispanic no 1.0 some college or AA degree
73600 37.0 1229 1851 1890 481 1262 36.8 | Non-Hispanic Black  yes 2.0 | high school graduate / GED

73615 65.0 1003 1459 1660 300 554 26.0 | Other Hispanic yes 1.0 | Less than 9th grade

RIAGENDR INDFMPIR

male
male
male
male
male
male

female

0.84
1.78
451

5.0
3.09
0.63
1.22

LBXGH

13.9
9.1
8.9
6.9
7.7
6.2
6.3

Dataset partition D[LBXGH > 6.15]

DIABETIC
yes
yes

yes



ecision Tree (Version 1

FAMLY _NCOVE_RATI (NOFUPR) < 425
enmpy=10

GLYCOHEOGLOBN[L81GH) 51
enmpy=10

(WAST_ CROUMFERENCE BIOVAT) <1905
enmpy=10

sanpls=4
wie:p2)
s Nore

FAULY_NCONE RATO (NOFVPR} 35
inpy=10

sanples =6
vaez)
clss=Nore

Accuracy on diabetes data still 100% g D>>
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Diabetes DT — Random vs |G Features

DT with random feature splits DT via IG

TET
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1T

Accuracy on diabetes data = 100% Accuracy on diabetes data = 100%

* Well, it is smaller while retaining 100 % accuracy on our training data
e Still rather complex ...
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Feedback From

? Our Physician Friend
LCJ:( |

- —




Thanks for those models!

Dinesh Jayaraman (seas.upenn.edu)

Thanks for those models!

Hi Dinesh,
Thanks so much for sending those decision tree models along!

They worked really great on the dataset | had sent you before, but we're collecting some
new data and noticing some weird issues. Could you take a look at these results and let
us know if you have any thoughts?

Best,
Your fictional physician friend




Accuracy — Decision Tree (Version 1)

Original Patient Data: 100.000% (n =1082)

New Patient Data: 82.796 % (n =465)




Recall: Overfitting

This is just classic “overfitting”

Larger, more complex models sometimes do poorly on new data, even if
they perform on par or better than small models on the training data.






Combating Overfitting




Avoiding Overfitting

How can we avoid overfitting?
e Acquire more training data
 Remove irrelevant attributes (manual process — not always possible)

e Stop growing when data split is not statistically significant
= E.g. a pre-selected maximum depth, minimum #samples, minimum #samples in each class

* Grow full tree, then post-prune

Try various tree hyperparameters (like tree depth and termination criterion) and pick the one
with the best estimated generalization performance. How to estimate?

* Cross-validation

* Add a complexity penalty to performance measure e.g. training accuracy — average depth
of leaf node

Based on Slide by Pedro Domingos



Overview: Reduced-Error Pruning

* Split the original training data into training and validation sets

Training Stage
* Grow the decision tree based on the training set

Pruning Stage

* Loop until further pruning hurts validation performance:

" Measure the validation performance of pruning each node (and its

children)
" Greedily remove the node that most improves validation performance
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Overview: Reduced-Error Pruning

* Pruning replaces a whole subtree by a leaf node

* Replacement occurs if the expected error rate of the
subtree on validation data is greater than that of the

Validatm

original subtree

leaf o
Training

Sp0O2

normal

normal

(error rate = 4/6)

Predicting the majority
class (negative) has a
lower validation error

pruned subtree

* oo

Xror rate = 2/6)

Subtree should
be pruned
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Reduced-Error Pruning on the Diabetes DT

DT unpruned T DT pruned

[GLYCOHEMOGLOBIN (LBXGH) < 6.15}

entropy = 0.92
samples = 1082
value =[720, 362]
class = None

—‘— i
=5
L= ) ==
“‘“‘“"‘""" -m”‘“’“ .“’"’" Ed . .. .-..
e =8
.-'..-\..”"“m"“"’... .. .i - & .. . ..-
i
=i
=

(T 55 B
—";n’we‘ e e —'—‘m o s o
e e i s

" =

FE S esas Ii“‘” /I *‘T"‘\ "= n\“:\li
L I@I ﬁi-i-l L[ [ E I"'“”" EE
28 i E sl TN THACT L [‘;’;’:&i:%’éﬁ]
i Ex Ex =E =E e II value = [161, 63]
. = class = None
Ex

Much better!

DT unpruned DT pruned
Original Patient Data: 100.000 % 88.909 % (n =1082)
New Patient Data: 82.796 % 85.591% (n =465)
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The Final Diabetes DT

Our Pruned Decision Tree How Diabetes is Actually Diagnosed
GLYCOHEMOGLOBIN (LBXGH) <6.15
entropy = 0.92 l
[ vzi%:l:[}%(gr%zsg] J ‘ 5.7% 6.5%
NORMAL ‘ PREDIABETES DIABETES

 If your A1C level is between 5.7 and less than 6.5%, your levels have

been in the prediabetes range.

 If you have an A1C level of 6.5% or higher, your levels were in the

diabetes range.

entropy = 0.857
samples = 224
value =[161, 63]

class = None

(screenshot from diabetes.org)

Strong similarity to how diabetes is actually diagnosed!

Q \\
M)
< )

You’ll get to play around with this data some more in HW3. Y
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Are DTs feature scaling invariant?

* Yes, DTs are naturally feature-scaling invariant in most implementations.

" Information Gain, Gain Ratio etc. don’t rely on the specific values of the
features, so scaling a feature doesn’t affect the tree training, and it
predicts identical outputs afterwards.

" |n fact, more general than even just “scaling”, DTs are usually invariant
under arbitrary monotone transformations of the input.



Where are the parameters in Decision Trees?

e Parameters to select at each node:
= \Which attribute to select?

" Sometimes, also how to create branches from it? E.g. which threshold to
set on a continuous variable?

 For a fixed maximum depth d, a decision tree has a fixed number of
parameters (or at least a fixed maximum number of parameters).

* In general, we don’t know the number of nodes, and consequently, the
number of parameters. Non-parametric! just like k-NN.



Are We Optimizing A Loss Function?

* Trivially, we are of course seeking high classification accuracy.

* But our optimizer is greedy.
" Local optimization of a “heuristic function” such as the information gain.

* There is no notion of a specific loss function for which we can claim that
our ID3 / C4.5 training approach will “finding the decision tree that incurs
the lowest loss”.







Decision Tree Algorithm Variants Overview

ID3 CART (Classification and Regression Tree)
* Information gain on nominal features * Similar to C4.5

* Can handle continuous target prediction
CA4.5 (regression)

. . . . * No rule sets
e Can use info gain or gain ratio

e Sklearn’s DecisionTreeClassifieris
based on CART, but can’t handle nominal
Missing values features (as of version 0.22.1)

* Nominal or numeric features

Post-pruning
Rule generation Other Algorithms

e SPRINT, SLIQ: multiple sequential scans of
data (1M instances)

* VFDT: at most one sequential scan (bil"” in3

% Penn Engineering of instances) »



Strengths and Weaknesses of DTs

Strengths Weaknesses

“& Widely used in practice V" Univariate partitions limit potential trees
& Fast and simple to implement " Limited predictive power

~= Small trees are easily interpretable V" Heuristic-Based Greedy Training

- Handles a variety of feature types
~& Can convert to rules

= Handles noisy / missing data

~& Insensitive to feature scaling

~& Handles irrelevant features

-& Handles large datasets

DTs are the basic component of what is arguably the single best “off-the-shelf” ML algorithm for

arbitrary problems, particularly with tabular data, called XGBoost (more on this soon).
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