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Recap

• Q-Learning: We can modify Q-value iteration when 𝑃 and 𝑅 are unknown:
§ Treat each sample from the distribution as a coarse proxy for the mean
§ Make updates incremental 

• Deep Q-Learning v1: 
§ To handle high-dimensional states, replace table by a deep network that 

maps (𝑠, 𝑎) to 𝑄(𝑠, 𝑎) 
§ Convert incremental update to gradient descent update
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From Tabular to Deep Q Learning



High-dimensional states example: Pacman

• Let’s say we discover through 
experience that this state is bad:

• In naïve Q-learning, we know nothing 
about this state or its Q states:

• Or even about this one!

4Slide by Dan Klein



Q-Learning

• In many real situations, we cannot possibly learn about every single 
state+action!
§ Too many state-action pairs to visit them all in training
§ Too many state-action pairs to hold the Q-tables in memory

• Instead, we want to generalize:
§ Learn about some small number of training Q-states from experience
§ Generalize that experience to new, similar Q-states
§ This is a fundamental idea in machine learning, and we see it over and 

over again

5Based on slide by Dan Klein



Feature-Based Representations

• Solution: describe a state using a vector of features
§ Features are functions from states to real numbers (often 0/1) that 

capture important properties of the state
§ Example features:

§ Distance to closest ghost
§ Distance to closest dot
§ Number of ghosts
§ 1 / (dist to dot)2
§ Is Pacman in a tunnel? (0/1)
§ …… etc.

§ Can also describe a q-state (s, a) with features 
§ e.g. action moves closer to food

6Based on slide by Dan Klein

As we now do in computer vision/NLP, can we avoid engineering these features?



Predict Q-values with a deep neural network

• Input: the state, e.g. an image
• Output: Q-values of various actions

• Learning: 
 gradient descent* with the squared Bellman error loss:

𝑅 + 𝛾max
!!

𝑄" 𝑠#, 𝑎# 	− 𝑄" 𝑠, 𝑎
$

As always, the policy action is the one with the highest predicted Q-value

A Neural Network to Predict Q from “Raw” State 
Input
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= 𝑦!

𝑄! 𝑠, 𝑎"
𝑄! 𝑠, 𝑎#

:
:

𝑠



Deep Q-Learning v1

1. take some action ai and observe (si,ai, s0i, ri)
2. yi = ri + �maxa0 Q� (s0i,a

0
i)

3. � �� ↵dQ�(si,ai)
d� (Q� (si,ai)� yi)

<latexit sha1_base64="DJnX0ArsyveA9Cd3LLS4PbLyAJA=">AAAFUnicnVNNb9QwEM2mXShLgRaOXCy2SG1pV5sCohekInrgUtFK/YJ6WTnOJLEaJ5HtbVlZ+XX8BS78FU7Y2bTZbD8OWIo0nnnz5jl+9vOESdXv/2m5c/PtBw8XHnUeLz55+mxp+fmxzEaCwhHNkkyc+kRCwlI4UkwlcJoLINxP4MQ//2zrJxcgJMvSQzXOYcBJlLKQUaJMarjc+oXTjKUBpAp5PaTIOSCZcUCEWgBawZyo2A81KYaaFSuIpAHKfAniAkwxgVCtXkFkCdlAzZZ6P6n/0DgXjIMpCLvHgkWxWlvBuLPVq+eNS/BHMWRvcEQ4J5bmJxrqmv2aqUAHJp/HhuwWQVMDm8quC1MS3loJhgmVTESI7BLZ/SYmSR4bEaEgVAf3DpydU9EXpm2q5z8YNps/50p2Z7jU7ff65UI3A68Kuk619ofL7gUOMjri5tppQqQ88/q5GmgiFKMJFB08kpATek4iODNhSjjIgS7tVqDXJhOgMBPmM7Yps9MdmnApx9w3SKtXztZs8taazxuTdSDtgBk1KtweaJbmIwUpnYgJRwlSGbL+RgETQFUyNgGhgpnzIBoTc2nKvIJOB++CObCAPTP8aw6CqEysa0xEZNxVaAypHAmw0szPiPCGzRb3dbG02YXLNmzzRccsnMIlzYx/00DjPVWceYPy3rHPosRcu9Jdr7AbsVY0wbwC+1xz49XVrrdWzEB2J5Dd26uyJpB3EEgVkwplggpaY5vgw/iaD6sYFLmD9FM9d/Jqapxxqjfry5vB8VbPe9d7f7DV3dmuPLvgvHReOauO53xwdpwvzr5z5FB33d13v7nf53/P/2232nMTqNuqel44jdVe/AffgNaK</latexit>

Based on slide by Sergey Levine

=
𝑑
𝑑𝜙

𝑄! − 𝑦"
#

Incremental update step → gradient descent* on the squared Bellman error loss!
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𝑄! 𝑠, 𝑎"
𝑄! 𝑠, 𝑎#

:
:

𝑠

Closely connected to the tabular Q learning update. Hint: if you replace the 
neural network with a Q table, its parameters 𝝓 are just Q value entries? 

Note: we pretend that 𝑦* is a constant while computing the gradient, to resemble regression



Problems with Deep Q-Learning v1

Problems:
1. sequential states are strongly correlated (not i.i.d.)

1. take some action ai and observe (si,ai, s0i, ri)

2. � �� ↵dQ�(si,ai)
d�

⇣
Q� (si,ai)� [ri + �maxa0 Q� (s0i,a

0
i)]
⌘

<latexit sha1_base64="gUYJ+r6tSABBRr0Aujsj4N6sV4U=">AAAFLnicnVNbb9MwFM5KGSNctsEjLxYtUgtb1UwM9jhgD7xMbNJuUl0qx3ESa7ET2e7GZPm38Bf4NUg8IF75GdhpaJfuIoSlSufyne+c0/MlLDIqVb//Y6Fxp3l38d7Sff/Bw0ePl1dWnxzJfCwwOcR5louTEEmSUU4OFVUZOSkEQSzMyHF4+sHlj8+IkDTnB+qiIEOGEk5jipGyodHqwlfIc8ojwhUIekChUwJkzghA2AFAGzKk0jDWyIw0NW2AeATyUBJxRmwyI7Hq/IXIErIG6iUzf5L/rGEhKCM2IZwPBU1S1W1D6G/0LGWRUlDyIiHyc+D8dYiyIkUAxgJhHYH9kXZh8y/tK3pjyyY172mSdf6DYX0gRvQVTBBjyCG+AMsxBU63MrdOd2n5epNpouo2dHOKbtsfrbT6vX75wFUjqIyWV7290WrjDEY5HjN7UpwhKQdBv1BDjYSiOCPGh2NJCoRPUUIG1uSIETnUpZQMeGEjEYhzYX9WEmX0coVGTMoLFlqkm1/O51zw2lzIap11JF2DuWlUvDXUlBdjRTieDBOPM6By4LQLIioIVtmFNRAW1O4DcIqsJpRVuO/DHWIXFmTXNv9UEIFULl5qiERir2U0JFyOBXGj2T8jgWsuam6rorxeBcsy6OLGtw9yco5zqwceabirzCAYlqeHodMYZEq3AuMc0TV1MKvAIdPM3r7TCrpmDrIzgexcn5UzAnkDgVQpqlDWqKAzbB18kE75oEqJQjeQvpv1nXyUM5xVajCvy6vG0UYveN3b3N9obW9Vml3ynnnPvY4XeG+9be+jt+cderix2FhrbDbeNL81vzd/Nn9NoI2FquapV3vN338AMi7KSg==</latexit>

Based on slide by Sergey Levine 9

So consecutive Q updates drive the network to overfit to 
recently encountered states and forget previous experiences



Addressing Correlations: Experience Replay

• Q-Learning is “off-policy”: we don’t say anything about the specific actions 
that need to be executed, and we don’t need the transitions to be in 
sequence.

• Maintain a “replay buffer” of previous experiences

• Perform Q-updates based on a
sample from the replay buffer

• Advantages:
§ Breaks correlations between consecutive samples
§ Each experience step may influence multiple gradient updates

Based on slide by Sergey Levine

Replay Buffer

FIFO or Priority Queue

𝑠+, 𝑎+, 𝑟+, 𝑠$

𝑠$, 𝑎$, 𝑟$, 𝑠,

𝑠-, 𝑎-, 𝑟-, 𝑠-.+

⋯
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Deep Q Learning v2 (with replay buffer 𝓓)

𝐾	 = 	1 is common, though larger K may sometimes be more efficient

1. collect dataset {(si,ai, s0i, ri)} using some policy, add it to D
2. Loop K times, do:

3. sample a batch of (si,ai, s0i, ri)’s from D
4. � �� ↵

P
i
dQ�(si,ai)

d�

⇣
Q� (si,ai)� [ri + �maxa0 Q� (s0i,a

0
i)]
⌘

<latexit sha1_base64="C8r4/SY6OxgefSMX0NNXgJlMgWo=">AAAGAHicrVNbb9MwFM46yka5bfDIi0WL6KCrmjHExNOAPiDBxCbtJtWlchwnsRbHwXY2Kisv/BreEK/8EvgzCDvN2rW7CCEsRTk+5zvf+Wyf46UxlarT+TVXmb9Wvb6weKN289btO3eXlu/tS54JTPYwj7k49JAkMU3InqIqJoepIIh5MTnwjt7Y+MExEZLyZFcNU9JnKExoQDFSxjVYrnyCCaeJTxIF3DYwhDHBCvhIGVIFGjAmgYK6+DUhQyryAi3zgaZ5C5zu0cx+FP+oYSooIyYg7B4KGkZqZfSDeQNkkiYhkJwRkPKY4mELIN8HVAHFTWVLhlGsu3kDwtpaG7znPAWNdw2gDKtsAZ+/NAFYqn/WBhKxNCYAAQ8pHAEelPr/j/DGYwkCwdk5aacK1tsmlEYUFEWREPwE2P0qRHEaIQBlxiwfgIFAWPtgZ6BtPP8bkaWI3KSNcl7TMG7+A8Nqge2JAX0KQ8QYsrDPwBCN0eMLyK+UeOaepiuNA1NP3reSxUpjsFTvtDvFAucNtzTqTrm2TZMeQ5/jjJlLxjGSsud2UtXXSCiKY5LXYCZJivARCknPmAky7dHXxXDk4JHx+CDgwnzmkQrv2QyNmJRD5hmkPYScjVnnhTGPTVXWvrQFZtSoYKOvaZJmiiR4JCbIYtvgdhqBT4UZt3hoDIQFNecBOEKmO5SZ2VoNdok5sCBbpviHlAikuHiiIRKhebJcQ5LITBArzVxGCFvWm1+VRZPpLFikQevPa2bBhJxgbpoi8TXcUnnP7RfvDz3bbZApXXdzuxEr+TSYlWCPaWYaoFl3V/IZSHcE6V4clRMCeQmBVBEqUcYooRPsNHg3GvNBFRGFLiF9Nak7mtMJznSqO9uX5439tba73n6+s1bf3Ch7dtF54Dx0mo7rvHA2nbfOtrPn4MrPyu/5hfnF6pfq1+q36vcRtDJX5tx3plb1xx+D6hbJ</latexit>

Based on slide by Sergey Levine

replay buffer
Q-learning
(off-policy)

𝒔, 𝒂, 𝒔+, 𝑟

𝜋 𝒂 𝒔  (e.g., 𝜖-greedy)

Deep Q Learning v2
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Problems with Deep Q-Learning v1

Problems:
1. sequential states are strongly correlated (not i.i.d.)
2. Target value is always changing!

1. take some action ai and observe (si,ai, s0i, ri)

2. � �� ↵dQ�(si,ai)
d�

⇣
Q� (si,ai)� [ri + �maxa0 Q� (s0i,a

0
i)]
⌘

<latexit sha1_base64="gUYJ+r6tSABBRr0Aujsj4N6sV4U=">AAAFLnicnVNbb9MwFM5KGSNctsEjLxYtUgtb1UwM9jhgD7xMbNJuUl0qx3ESa7ET2e7GZPm38Bf4NUg8IF75GdhpaJfuIoSlSufyne+c0/MlLDIqVb//Y6Fxp3l38d7Sff/Bw0ePl1dWnxzJfCwwOcR5louTEEmSUU4OFVUZOSkEQSzMyHF4+sHlj8+IkDTnB+qiIEOGEk5jipGyodHqwlfIc8ojwhUIekChUwJkzghA2AFAGzKk0jDWyIw0NW2AeATyUBJxRmwyI7Hq/IXIErIG6iUzf5L/rGEhKCM2IZwPBU1S1W1D6G/0LGWRUlDyIiHyc+D8dYiyIkUAxgJhHYH9kXZh8y/tK3pjyyY172mSdf6DYX0gRvQVTBBjyCG+AMsxBU63MrdOd2n5epNpouo2dHOKbtsfrbT6vX75wFUjqIyWV7290WrjDEY5HjN7UpwhKQdBv1BDjYSiOCPGh2NJCoRPUUIG1uSIETnUpZQMeGEjEYhzYX9WEmX0coVGTMoLFlqkm1/O51zw2lzIap11JF2DuWlUvDXUlBdjRTieDBOPM6By4LQLIioIVtmFNRAW1O4DcIqsJpRVuO/DHWIXFmTXNv9UEIFULl5qiERir2U0JFyOBXGj2T8jgWsuam6rorxeBcsy6OLGtw9yco5zqwceabirzCAYlqeHodMYZEq3AuMc0TV1MKvAIdPM3r7TCrpmDrIzgexcn5UzAnkDgVQpqlDWqKAzbB18kE75oEqJQjeQvpv1nXyUM5xVajCvy6vG0UYveN3b3N9obW9Vml3ynnnPvY4XeG+9be+jt+cderix2FhrbDbeNL81vzd/Nn9NoI2FquapV3vN338AMi7KSg==</latexit>

Based on slide by Sergey Levine 12



Problem: Moving Target for Q-regression

Problem: Instability (e.g., rapid changes) in Q(·) can cause it to diverge
• Q-learning is not gradient descent on any fixed objective!

no gradient through target value

Solution: use two nets to provide stability
• The Q-network is updated regularly
• The target network is an older version of the Q-

network, updated occasionally 

1. take some action ai and observe (si,ai, s0i, ri)

2. � �� ↵dQ�(si,ai)
d�

⇣
Q� (si,ai)� [ri + �maxa0 Q� (s0i,a

0
i)]
⌘

<latexit sha1_base64="wWSnV9mQj8UdTbnBlsE6mXSMAWI=">AAAFL3icnVNbb9MwFM5CYSNctsEjLxYtUgtb1UzA9jhgD7xMbNJuUl0qx3ESa7ET2e7GZPm/8Bf4NYgXxCv/ArsN7dJdhLBU6Vy+851zer5EZU6l6vV+LPh3GnfvLS7dDx48fPR4eWX1yZEsRgKTQ1zkhTiJkCQ55eRQUZWTk1IQxKKcHEenH1z++IwISQt+oC5KMmAo5TShGCkbGq4ufIW8oDwmXIGwCxQ6JUAWjACEHQC0IEMqixKNzFBT0wKIx6CIJBFnxCZzkqj2X4gcQ9ZAvWTmT/KfNSwFZcQmhPOhoGmmOi0Ig42upSwzCsa8SIjiHDh/HaK8zBCAiUBYx2B/qF3Y/Ev7it7YsknNe5rm7f9gWO+LIQWvYIoYQw7yBViSKXK6lrl1vEvb17tME1W7gRtUdFrBcKXZ6/bGD1w1wspoetXbG676ZzAu8IjZm+IcSdkPe6UaaCQUxTkxARxJUiJ8ilLStyZHjMiBHmvJgBc2EoOkEPZnNTGOXq7QiEl5wSKLdPPL+ZwLXpuLWK2zjqVrMDeNSrYGmvJypAjHk2GSUQ5UAZx4QUwFwSq/sAbCgtp9AM6QFYWyEg8CuEPswoLs2uafSiKQKsRLDZFI7bWMhoTLkSBuNPtnpHDNRc1tVZTXq+C4DLq4CeyDnJzjwuqBxxruKtMPB+PTw8iJDDKlm6FxjuiYOphV4IhpZm/fboYdMwfZmUB2rs/KGYG8gUCqDFUoa1TQGbYOPsimfFBlRKEbSN/N+k6+yhnOKjWc1+VV42ijG77uvtnfaG5vVZpd8p55z722F3qb3rb30dvzDj3sL/rr/lt/s/Gt8b3xs/FrAvUXqpqnXu01fv8BQDzKdA==</latexit>

computed via
target network

computed via
Q-network

⇣
Q�(s, a)�

�
ri + �max

a0
Q�0(s0, a0)

�⌘2

<latexit sha1_base64="ujWXA6kLHVtWjrzbN8Bsk4vJetE=">AAAD7XicfZLNbtNAEIC3MT8l/KVw5LIlQnEgRHFVRI9F5MClopWatlI2scabjb2q17Z214Vo5cfghrjyJDwEz8AV7qwTizRpy0grjWa++dmZCbKYK93r/dyoObdu37m7ea9+/8HDR48bW09OVJpLygY0jVN5FoBiMU/YQHMds7NMMhBBzE6D8/el//SCScXT5FjPMjYSECZ8yiloa/IbPonZVLv4yCdZxF3VgTZ+jUnAw9jF0uf4FSYhCAGYCPjsG2gVljUlPCaZ5IIVrmp1MLTaZHseJ9uYbBPJw0i3xzt+o9nr9uaCrypepTRRJYf+Vu2CTFKaC5ZoGoNSQ6+X6ZEBqTmNWVEnuWIZ0HMI2dCqCQimRmY+iQK/sJYJnqbSvkTjufVyhAGh1EwElhSgI7XuK43X+gKxUtlMVFlgrRs93RsZnmS5ZgldNDPNY6xTXI4eT7hkVMczqwCV3P4H0wgkUG0XVK+TPrMfluzAFv+YMQk6lS8NARnayReGsETlkpWt2WGEpFNai/9F8WQ1iszDSGkv6lZIwj7R1O42mRhyoIuhN5ovdrF9IrRpesVipcUqLCo4EEYUY+M2vXaxhvQXSP96r1omUDckUDqCirJKhS7ZVfg4+peP6IhpuCHpu2VdAnEWXeLspXrrd3lVOdnpervdN0e7zf296mY30TP0HLnIQ2/RPvqADtEAUfQD/UK/0R8ndb44X51vC7S2UcU8RSvifP8LSnNMfw==</latexit>

Based on slide by Sergey Levine 13



1. save target network parameters: �0  �
2. collect dataset {(si,ai, s0i, ri)} using some policy, add it to D

3. sample a batch (si,ai, s0i, ri) from D
4. � �� ↵

P
i
dQ�(si,ai)

d� (Q� (si,ai)� [ri + �maxa0 Q�0 (s0i,a
0
i)])

<latexit sha1_base64="dwsVPnJmVsDPGGHkHg/GkwOy05c=">AAAGSHicrVPdbtMwFM5aCqP8bXDJjUWLtEFXNWOIiashKsTNtE3an1SXynGcxJqdRLazUVl+MF6BN+AtuEPcYbdpu3YbIISlKOfnO+d8Pj4nyBmVqtP5tlSp3qrdvrN8t37v/oOHj1ZWHx/LrBCYHOGMZeI0QJIwmpIjRRUjp7kgiAeMnARn753/5JwISbP0UA1z0ucoTmlEMVLWNFitfIFpRtOQpAr4bSDROQEKiZgokBJ1kYkzkCOBOFE2yVvQhHlCP2mYC8qJAZCRyKJFdgGcowkgrMMy22YbWHqMYAVCpCxFZaMdHurRbw1ypJIg0tIMNDUtMNHRgj72T4u2gHA6FDRO1Pr4B00TFJKmMZAZJyDPGMXDFkBhCKgCKrOVXTKMmO6a5ozkhOsrd3OeMwIQCJDCSUn1/3Bsgkhk/E8cttrj7i42dQMilicIQFlwlxTASCCsQ3Aw0M5v/oZpycTYsEsx/5BhY4TtiQF9CWPEOXKwz8AmmqKnXTATijPLdZUudW2+5NQx99b9SVcHK41OuzM64Krgl0LDK8++HfZzGGa44LbdmCEpe34nV32NhKKYEVOHhSQ5wmcoJj0rpnbsZV+PlsyA59YSgigT9rPPNbJejtCISznkgUW6W8hFnzNe6wv4XGUdSldggY2KtvuapnmhSIrHZKKCudF2Ww1CKuyisaEVEBbU3gfgxO4tdmtbr8MusRcWZNcW38uJQCoTLzS0e24fz2hIUlkI4qjZZsSw5azmd1E0nY+CozDo7KZuD0zJBc7seKShhrvK9Pz+aBJgQGNm31/phm+cItbNPJiX4IBrbidgreGvmwVIdwzpXu+VswTyhgRSJahEWaGEzrDz4MNkmg+qhCh0Q9J3s7rjjZ3h7KT6i3N5VTjebPtb7dcHm42d7XJml72n3jNvzfO9N96O99Hb9448XAXVD9W96n7ta+177Uft5xhaWSpjnnhz53blFy5DNIY=</latexit>

Deep Q Learning v3

targets don’t change in inner loop!

supervised 
regression

Deep Q Learning v3

This is the “classic” deep Q Learning algorithm from 2015!* 
*(usually K=1) 

Based on slide by Sergey Levine 14



Imitation Learning Through Behavior Cloning
Solving sequential decision making problems with supervised learning!





Supervised learning of Action Policies?

• Given the current “state” 𝑠, make a decision .𝑦 = max
0
𝜋1(𝑎|𝑠). 

§ Supervision => labels for “good” decisions that maximize future rewards.
§ So, we’d like to have some dataset of (state 𝑠, good decision 𝑎) pairs. 

Then we could try running supervised learning just as always.



Behavior Cloning (BC)
observed states
 s1,  s2, ..., sH
 a1, a2, ..., aH
       actions 

training 
data

supervised 
learning

observed state st action atconvolutional network

expert



Behavior Cloning Objective Function
Supervised maximum-likelihood objective to train a function that maps from 
expert sensory inputs to expert actions.

𝐿𝑜𝑠𝑠 = −
1
𝑁
9
	!23

4

9
523

6

log 𝜋1(𝑎!,5|𝑠!,5)

Does this work?

Expert actionsDemonstration data

1
𝑁
9
!23

4

9
523

6

∇1 log 𝜋1(𝑎!,5|𝑠!,5)

trajectories time
Likelihood gradient: 
“Change the policy to 
make these actions 
more likely”. 

Could minimize by following the gradient:



Mobile Aloha, Stanford



…
Mobile Aloha, Stanford

Typically requires a large number of demonstrations (a few 100s) to learn well. 



Exhibit A: Zero-Shot Policies From Web Human Videos

Training Final Policy

Could we learn general skill policies 
without specific reference to any one robot, scene, objects?

Shi et al 2024, (under review)



“Off-The-Shelf” Imitation From Web Human Videos Alone

Rollout

Skill

Object Drawer Cupboard CupboardDrawer

Slide Opening Slide Closing Vertical Hinge
Opening

Vertical Hinge
Closing

Step 3: Deploying Human Arm Policies on Robot Arms*
Fang et al, AnyGrasp, T-RO 2022

Bahl et al, VRB, CVPR 2023

Shi et al 2024, (under review)



“Off-The-Shelf” Imitation From Web Human Videos Alone

Skill

Object Pasta Into Pot Food in Pot Pasta In WaterWater Into Sink

Pouring Pouring Stirring Stirring

Rollout

Step 3: Deploy Human Arm Policies on Robot Arms*

Slide Opening Slide Closing Vertical Hinge
Opening

Vertical Hinge
Closing

Sk
ill

 li
br

ar
y

Shi et al 2024, (under review)



“Off-The-Shelf” Imitation From Web Human Videos Alone

Skill

Object Banana Cup Pasta Into DrawerCan

Picking Picking Placing Placing

Rollout

Step 3: Deploy Human Arm Policies on Robot Arms*

Pouring Stirring

Slide Opening Slide Closing Vertical Hinge
Opening

Vertical Hinge
Closing

Sk
ill

 li
br

ar
y

Shi et al 2024, (under review)



“Off-The-Shelf” Imitation From Web Human Videos Alone

Picking Placing

Step 3: Retargeting Human Arm Policies to Robot Arms*

Pouring Stirring

Slide Opening Slide Closing Vertical Hinge
Opening

Vertical Hinge
Closing

Skill

Object Banana Salt Into Pan
(Unseen)

Cake
(Unseen)Tofu

Cutting Cutting Pouring Cutting

Rollout

Sk
ill

 li
br

ar
y

Shi et al 2024, (under review)



Key Issue with BC: Distributional Shift

The cloned policy is imperfect; this leads to “compounding” errors, and the agent soon encounters 
unfamiliar states, leading to failure.

The policy is trained on demonstration data that is different from the data it encounters in the world. 

Note how these errors arise from ignoring the the sequential, interconnected 
nature of the task. Past decisions influence future states!



Active Behavior Cloning: DAGGER
A general trick for handling distributional shift: requery expert on new states 
encountered by the initial cloned policy upon execution, then retrain.

Ross et al, DAGGER, 2011

1. Train 𝜋! 𝑎"|𝑠"  from expert data 𝒟 = 𝑠#, 𝑎#, … , 𝑠$ , 𝑎$
2. Run 𝜋! 𝑎"|𝑠"  to get dataset 𝒟% = 𝑠#&'( , … , 𝑠)&'(
3. Ask expert to label each state in 𝒟% with actions 𝑎"&'(
4. Aggregate: 𝒟 ← 𝒟 ∪ 𝒟%

Assumes it is okay to keep asking the expert all through the training process. 
“Queryable experts”. Might not always be practical. 



Aside: Distribution Shift More Broadly

● When supervised ML systems are deployed, it is common for the 
distribution to shift.
○ E.g. when a new spam classifier is deployed on gmail, spammers might notice that 

their old spamming techniques are not working, and innovate to break the new 
spam classifier.

● One strategy to fix this is continuous data aggregation, like in DAGGER.
○ E.g., Allow users to mark new emails that slip through the filter as spam. Add these 

to the training data, and retrain the spam classifier from time to time.

Lesson: ML systems are often deployed in sequential decision making 
settings without realizing it: later inputs may be influenced in some complex 
way by older decisions of the ML system. Warrants caution!



Other Ways to Do Imitation

● BC might not generalize beyond demonstrations. Instead learn explicitly 
about the “reward” function that the demonstrator is trying to maximize? 
○ This is called “inverse reinforcement learning”

Would you conclude that this 
agent likes / dislikes:
- Blue squares? 
- White squares?
- Orange squares?
- Red squares?
- Green square?

Knowing the reward could 
inform more generalizable 
imitation, e.g. starting from a 
different location than expert



BC Operates Per-Timestep, Not Aware of Future Impacts

• Suppose you try to imitate driving. The imitator is not perfect, and you 
either:
§ Are slower by 5 mph than the expert behavior on a highway, or
§ Are off by 5 mph as you start your car in your garage (e.g. moving 

forward at 4 mph, instead of backing out at 1 mph).
§ BC objective might value both errors similarly, but one is much worse!

BC objective, by simply mimicking the immediate expert actions, is 
not aware of any future impacts of an agent’s actions. 

Compare to RL which tries to explicitly optimize ∑5 𝑟5.



Imitation vs RL

• Imitation is often very useful. In most cases where you have access to clean 
expert demonstrations, you should aim to use it through some kind of 
imitation. But there are limitations.
• Compared to RL, BC usually takes the short-term myopic view: 

§ The BC loss is only per-timestep deviations from the expert actions. 
§ It does not account for the impacts of current actions on the future.

• More broadly, imitation is limited to mimicking experts and cannot discover 
new solutions. What about solving new problems, like controlling a new 
robot, or beating the world’s best Go player? RL is your best bet.
• There are also ways to naturally combine imitation and RL (beyond the 

scope of this class). 



Policy Gradients
RL That Looks A Little Bit Like Behavior Cloning



Recall: Behavioral Cloning for Imitation Learning

Expert 
actions

Demonstration data
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The BC gradient w.r.t. policy parameters 𝜃 looked like:



“Policy Gradient” Methods
Update policy parameters with the gradients of the expected utility in an 
episode by following policy 𝜋𝜽

𝜽/01 = 𝜽234 + 𝛼∇𝜽𝔼6𝜽 7
7!87

𝑟7

𝜋𝜽 induces a trajectory distribution, which induces a reward distribution. 

It turns out that the gradient ∇𝜽𝔼9𝜽[∑5 𝑟5] works out to:

Note: we are ignoring discount factors for now, all formulae will easily generalize

Note: we will focus for 
now on “finite-horizon” 
settings, i.e., 𝑇 is finite. 



Compare to the BC Gradient

Expert actionsDemonstration data

Recall: we start out with no data at all … so where does this data come from?
Ans: We generate our own data during learning … this is trial-and-error learning!

trajectories time
Likelihood 
gradient: “Change 
policy to make 
these actions 
more likely”. 

Critic: “how good 
was this trajectory?” 
--- credit assignment
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BC Gradient:

RL “Policy 
Gradient”: 1
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The basic policy gradients algorithm: REINFORCE

generate samples 
(i.e. run the policy)

Evaluate the 
samples

improve the policy



Reward function need not be differentiable!

In supervised learning, when we optimized an objective using gradient 
descent, we needed the objective to be differentiable w.r.t. to the 
parameters 𝜃.

In RL, this is not true any more. See how the update term involves no 
derivative of the reward function!





Causal policy gradient

“reward to go”
often denoted 8𝑄*,7



“On-Policy” Learning

• The policy gradient increases the likelihood of those past actions that 
yielded good eventual utility when later actions were generated from the 
current policy.

• This means you can only ever compute the policy gradient update on data 
that is generated from the current policy.
§ “On-policy” learning. 
§ Expensive in terms of amount of experience required in the 

environment, because old experience, generated from old policies, is no 
longer relevant. Need to keep generating fresh new experiences.



Whither Exploration?

• Exploration in RL: Which actions to execute in the world to most efficiently 
learn an optimal policy?
§ But with on-policy RL, do we really have a choice? Remember, our 

updates can only be computed from trajectories sampled from the 
current policy 𝜋1  at each stage of training!

• Two solutions:
§ 𝜋1  is inherently stochastic, because it is probabilistic, so it does 

automatically perform different actions each time it is executed, and 
therefore induces some exploration. 

§ Explicitly add an “exploration bonus” to the reward, e.g. entropy 
𝑟5 ← 𝑟5 + 𝜆𝐻 𝜋1 𝑎5 𝑠5

which incentivizes more uncertain policies, inducing more exploration. 
𝜆 → 0 during training.



“Policy Gradient” with Discount Factor 𝜸
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With non-trivial discount factors, the policy gradient simply changes to:

With discount factor set to 1, the policy gradient we have seen is:





Policy gradient with automatic differentiation



Policy gradient with automatic differentiation

Pseudocode example (with discrete actions):

Maximum likelihood as in behavior cloning:
# Given:
# actions - (N*T) x Da tensor of actions
# states - (N*T) x Ds tensor of states
# Build the graph:
logits = policy.predictions(states) # This should return (N*T) x Da tensor of action logits
negative_likelihoods = softmax_cross_entropy_with_logits(labels=actions, logits=logits)
loss = reduce_mean(negative_likelihoods)
gradients = loss.gradients(loss, variables)



Policy gradient with automatic differentiation

Pseudocode example (with discrete actions):

Policy gradient:
# Given:
# actions - (N*T) x Da tensor of actions
# states - (N*T) x Ds tensor of states
# q_values – (N*T) x 1 tensor of estimated state-action values
# Build the graph:
logits = policy.predictions(states) # This should return (N*T) x Da tensor of action logits
negative_likelihoods = softmax_cross_entropy_with_logits(labels=actions, logits=logits)
weighted_negative_likelihoods = multiply(negative_likelihoods, q_values)
loss = reduce_mean(weighted_negative_likelihoods)
gradients = loss.gradients(loss, variables)

q_values



Policy gradient in practice
• Remember that the “policy gradient” of expected utility has high variance. 

§ Expected utility is estimated by sampling a small number of trajectories 
from the policy.

§ This isn’t the same as supervised learning!
§ Gradients are often very noisy!

• Consider using much larger batches to reduce the variance
• Tweaking learning rates is very hard

§ Adaptive step size rules like ADAM can be OK-ish
§ We’ll learn about policy gradient-specific learning rate adjustment 

methods later!
• Popular policy gradient approaches today: PPO, TRPO …
• RL implementation details can be hard to get right. Good to start with 

popular repositories: OpenAI stable-baselines, CleanRL etc.



Applications in locomotion, dexterous manipulation, and more

Scaling Simulated Experiences

GitHub - j3soon/OmniIsaacGymEnvs-DofbotReacher

https://github.com/j3soon/OmniIsaacGymEnvs-DofbotReacher
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Many More Kinds of RL Algorithms

But policy gradients are among the most stable approaches that work most 
broadly, and take limited wall clock time even though many samples.

More efficient 
(fewer samples)

Less efficient 
(more samples)

on-policyoff-policy

evolutionary or 
gradient-free 
algorithms

on-policy policy 
gradient 
algorithms

actor-critic
style 
methods

off-policy 
Q-function 
learning

model-based 
deep RL

model-based 
shallow RL


