
Announcements

• Project Milestone due Wednesday

• Final exam next Wednesday (4/30)



Lecture 26: Generative AI

CIS 4190/5190

Spring 2025



Agenda: Generative AI

• Overview

• Pretraining

• Instruction Tuning

• Prompt Engineering



Applications: Art Generation

See if you can tell artist 
originals from machine 
style imitations at: 
http://turing.deepart.io/ 

Paper: Gatys et al, “Neural ... Style”, arXiv ‘15
Code (torch): https://github.com/jcjohnson/neural-style 

http://turing.deepart.io/
http://arxiv.org/abs/1508.06576
https://github.com/jcjohnson/neural-style


Applications: Text Generation

• Language models can automatically generate text for applications 
such as video games

AI Dungeon, an infinitely 
generated text adventure 

powered by deep learning.
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Pretraining DNNs

• Unsupervised pretraining
• Train on dataset of text to predict next word (classification problem)

• 𝑥 = 𝑤1𝑤2…𝑤𝑡 and 𝑦 = 𝑤𝑡+1 (usually 𝑦 is one-hot even if 𝑥 is not)

• Finetune pretrained DNN on downstream task



Pretraining DNNs

• Step 0: Pretrained on a large unlabeled text dataset
• Also called “self-supervised”

• Trained using supervised learning, but labels are predicting data itself

• Step 1: Replace next-word prediction layer with new layer for task

• Step 2: Train new layer or finetune end-to-end
• Can think of last layer of pretrained DNN as a “contextual word embedding”



Pretraining DNNs
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Pretraining DNNs
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Basic NLP Pipeline

• Classical approach
• Step 1: Manually construct feature mapping from text to ℝ𝑑

• Step 2: Run supervised learning algorithm in conjunction with feature map

• Deep learning approach
• Step 1: Design neural network architecture that can take text as input

• Step 2: Train neural network end-to-end

• Prompt “engineering” approach
• Step 1: Design prompt (no dataset needed!)

• Step 2: None!



Traditional Finetuning

fromage



Basic Strategy: Instruction Following

fromage



Why does this work?

• Intuition
• These models are pretrained on a huge dataset

• Includes data that solves the task:

“Fromage, which is French for ‘cheese’, …”

• Can we improve instruction following capabilities?



Instruction Tuning

• Problem
• Language models are trained using unsupervised learning

• Generating from these models mimics training data rather than human 
preferences

• Solution
• Step 1: Predict human preferences over possible generations (the reward)

• Step 2: Finetune GPT using reinforcement learning, where it is rewarded for 
generating content preferred by humans



Instruction Tuning

Source: Ouyang et al., Training language models to follow instructions with human feedback.



Instruction Tuning

Source: Ouyang et al., Training language models to follow instructions with human feedback.



Instruction Tuning

Source: Ouyang et al., Training language models to follow instructions with human feedback.



Instruction Tuning

Source: Ouyang et al., Training language models to follow instructions with human feedback.
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Prompts Can be Complex



In-Context Learning/Few-Shot Prompting

Brown et al., Language Models are Few-Shot Learners. NeurIPS  2020.



Chain of Thought Prompting

Wei et al., Chain-of-Thought Prompting Elicits Reasoning in Large Language Models. Arxiv 2022



Retrieval Augmented Generation

Guu et al., REALM: Retrieval-Augmented Language Model Pre-Training. ICML 2020



Tool Usage

Schick et al., Toolformer: Language Models Can Teach Themselves to Use Tools. Arxiv 2023



Reasoning + Acting

Yao et al., ReAct: Synergizing Reasoning and Acting in Language Models. ICLR 2023.



Reasoning + Acting

Yao et al., ReAct: Synergizing Reasoning and Acting in Language Models. ICLR 2023.



Prompt Engineering Summary

• Emerging paradigm for building AI systems
• No need for dataset (rely entirely on large-scale)

• Can use data to tune prompts

• Tutorial: https://promptingguide.ai

• Still very primitive, but rapidly evolving
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