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Problem 

• Neural networks cannot integrate 
logic (or in the field of NLU semantic 
structure).

• Simple solution: using probabilistic 
representation of the output to form a 
loss function that represents how 
close outputs are to satisfying the 
(logical/structured) constraints
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Example -- Multiclass Classification

• Multiclass Classification
– Want exactly one class
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Semantic Loss: Definition 

• p: probabilities for variables in X
• alpha: a sentence over X
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Example -- Multiclass Classification

• Multiclass Classification
– Want exactly one class



6

Semantic Loss: Properties 

• Uniqueness
• Semantic Equivalence
• Satisfaction
• Differentiability
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Application: Supervised Learning 

• MNIST
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Application: Supervised Learning 

• Fashion-MNIST
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Application: Supervised Learning 

• CIFAR-10



• Shortest Path with DNN
– Encode logically plausible path using semantic loss
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Application: Experimental Problem Solving
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Application: Semi-supervised Learning 

• Consider a binary classification task. Ignoring the unlabeled examples, a simple linear 
classifier learns to distinguish the two classes by separating the labeled examples. 
However, the unlabeled examples are also informative, as they must carry some 
properties that give them a particular label. This is the crux of semantic loss for 
semi-supervised learning: a model must confidently assign a consistent class even to 
unlabeled data
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Application: Semi-supervised Learning 

• Loss = existing loss + w * semantic loss
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Caveat

• In general, for arbitrary constraints α, semantic loss is not efficient to compute using 
the above definition, and more advanced automated reasoning is required. For 
example, using automated reasoning can reduce the time complexity to compute 
semantic loss for the exactly-one constraint from O(n^2), to O(n).



• Tractability of Semantic Loss

AND gates as *, OR gates as +
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Caveat
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Conclusions, Shortcomings and Future Work

• Supervised learning:
– Pros: 

■ Reaches a near SOTA accuracy on provided dataset 
without the use of special-purpose architecture or 
customized learner

– Cons:
■ No mention of overfitting compared to baseline/SOTA
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Conclusions, Shortcomings and Future Work

• Pros:
– Integrate DNN with logical using probability as a general paradigm 

(e.g. shortest path)
– Improve prediction of semi-supervised training

• Cons:
– Potentially computationally intensive
– Pre-tuned loss based on semantics of problems, changes the nature of 

the learning process
• Not addressed:

– The more interesting case is where the loss needs to decompose 
over the parts of a structural decision, where symbolic knowledge can 
help constrain the output space
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Questions?


