Chapter 5

Partial Orders, Lattices, Well
Founded Orderings, Equivalence
Relations, Distributive Lattices,
Boolean Algebras, Heyting Algebras

5.1 Partial Orders

There are two main kinds of relations that play a very
important role in mathematics and computer science:

1. Partial orders

2. Equivalence relations.

In this section and the next few ones, we define partial
orders and investigate some of their properties.
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As we will see, the ability to use induction is intimately
related to a very special property of partial orders known
as well-foundedness.

Intuitively, the notion of order among elements of a set,
X, captures the fact some elements are bigger than oth-
ers, perhaps more important, or perhaps that they carry
more information.

For example, we are all familiar with the natural ordering,
<, of the integers

3K -2<-1<0<1<2<3< -

)

the ordering of the rationals (where &8 < £2 iff

g = 4
PAULIE > 0, d.c., poqi — pige > 0 if qigo > 0 else
poq1 — p1ge < 0if q1¢q2 < 0), and the ordering of the real

numbers.

In all of the above orderings, note that for any two number
a and b, either a < b or b < a.

We say that such orderings are total orderings.
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A natural example of an ordering which is not total is
provided by the subset ordering.

Given a set, X, we can order the subsets of X by the
subset relation: A C B, where A, B are any subsets of
X.

For example, if X = {a,b,c}, we have {a} C {a,b}.
However, note that neither {a} is a subset of {b, ¢} nor
{b, c} is a subset of {a}.

We say that {a} and {b, ¢} are incomparable.

Now, not all relations are partial orders, so which prop-
erties characterize partial orders?
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Definition 5.1.1 A binary relation, <, on a set, X, is
a partial order (or partial ordering) iff it is reflexive,
transitive and antisymmetric, that is:

(1) (Reflezivity): a < a, for all a € X;

(2) (Transitivity): If a < b and b < ¢, then a < ¢, for
all a,b,c € X.

(3) (Antisymmetry): If a < band b < a, then a = b, for
all a,b € X.

A partial order is a total order (ordering) (or linear
order (ordering)) iff for all a,b € X either a < b or
b < a.

When neither a < b nor b < a, we say that a and b are
incomparable.

A subset, C' C X, is a chain iff < induces a total order
on C (so, for all a,b € C, either a <borb < a).
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The strict order (ordering), <, associated with < is
the relation defined by: a < b iff a < b and a # b.

If <is a partial order on X, we say that the pair (X, <)
is a partially ordered set or for short, a poset.

Remark: Observe that if < is the strict order associated
with a partial order, <, then < is transitive and anti-
reflerive, which means that

(4) a £ a, for all a € X.

Conversely, let < be a relation on X and assume that <
is transitive and anti-reflexive.

Then, we can define the relation <sothat a < biffa = b
ora <b.

It is easy to check that < is a partial order and that the
strict order associated with < is our original relation, <.
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Given a poset, (X, <), by abuse of notation, we often
refer to (X, <) as the poset X, the partial order < being
implicit.

If confusion may arise, for example when we are dealing

with several posets, we denote the partial order on X by
<X.

Here are a few examples of partial orders.

1. The subset ordering. We leave it to the reader
to check that the subset relation, C, on a set, X, is
indeed a partial order.

For example, if A C B and B C A, where
A, B C X, then A = B, since these assumptions are
exactly those needed by the extensionality axiom.

2. The natural order on N. Although we all know
what is the ordering of the natural numbers, we should
realize that if we stick to our axiomatic presentation
where we defined the natural numbers as sets that
belong to every inductive set (see Definition 1.10.3),
then we haven’t yet defined this ordering.
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However, this is easy to do since the natural numbers
are sets. For any m,n € N, definem <nasm =n
or m € n.

Then, it is not hard check that this relation is a total
order (Actually, some of the details are a bit tedious
and require induction, see Enderton [4], Chapter 4).

3. Orderings on strings. Let ¥ = {ay,...,a,} be
an alphabet. The prefix, suffix and substring relations
defined in Section 2.11 are easily seen to be partial
orders.

However, these orderings are not total. It is some-
times desirable to have a total order on strings and,
fortunately, the lexicographic order (also called dic-
tionnary order) achieves this goal.
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In order to define the lexicographic order we assume
that the symbols in X2 are totally ordered,

a; < as < --- < a,. Then, given any two strings,
u,v € X*, we set

if v = uy, for some y € X*, or
u = if u = za;y, v = xa,z,
and a; < aj, for some x,y, 2z € X*.

In other words, either u is a prefix of v or else u
and v share a common prefix, x, and then there is a
differring symbol, a; in v and a; in v, with a; < a;.

It is fairly tedious to prove that the lexicographic order
is a partial order. Moreover, the lexicographic order
is a total order.
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4. The divisibility order on N. Let us begin by
defining divisibility in Z.

Given any two integers, a,b € 7Z, with b # 0, we say
that b divides a (a is a multiple of b) iff a = bq for
some q € Z.

Such a ¢ is called the quotient of a and b. Most
number theory books use the notation b | a to express
that b divides a.

For example, 4 | 12 since 12 =4 -3 and 7 | —21 since
—21 = 7-(—3) but 3 does not divide 16 since 16 is
not an integer multiple of 3.

We leave the verification that the divisibility relation
is reflexive and transitive as an easy exercise. It is
also transtive on N and so, it indeed a partial order
on N,.
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Given a poset, (X <), if X is finite, then there is a
convenient way to describe the partial order < on X using
a graph.

Consider an arbitrary poset, (X <) (not necessarily fi-
nite). Given any element, a € X, the following situations
are of interest:

1. For no b € X do we have b < a. We say that a is a
minimal element (of X).

2. There is some b € X so that b < a and there is no
c € X sothat b < ¢ < a. We say that b is an
immediate predecessor of a.

3. For no b € X do we have a < b. We say that a is a
mazimal element (of X).

4. There is some b € X so that a < b and there is no
c € X sothat a < ¢ < b. We say that b is an
immediate successor of a.
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Note that an element may have more than one immediate
predecessor (or more than one immediate successor).

If X is a finite set, then it is easy to see that every element
that is not minimal has an immediate predecessor and any
element that is not maximal has an immediate successor

(why?).

But if X is infinite, for example, X = @Q, this may not be
the case. Indeed, given any two distinct rational numbers,
a,b € Q, we have

a+b

b.
5 <

a <

Let us now use our notion of immediate predecessor to
draw a diagram representing a finite poset, (X, <).

The trick is to draw a picture consisting of nodes and
oriented edges, where the nodes are all the elements of X
and where we draw an oriented edge from a to b iff a is
an immediate predecessor of b.
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Such a diagram is called a Hasse diagram for (X, <).

Observe that if @ < ¢ < b, then the diagram does not
have an edge corresponding to the relation a < b.

A Hasse diagram is an economical representation of a fi-
nite poset and it contains the same amount of information
as the partial order, <.

Here is the diagram associated with the partial order on
the power set of the two element set, {a, b}:

{a, b}

{a} {0}

Figure 5.1: The partial order of the power set 2{®%}
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Here is the diagram associated with the partial order on
the power set of the three element set, {a, b, c}:

Figure 5.2: The partial order of the power set 2{at:c}

Note that ) is a minimal element of the above poset (in
fact, the smallest element) and {a, b, c} is a maximal el-
ement (in fact, the greatest element).

In the above example, there is a unique minimal (resp.
maximal) element.
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A less trivial example with multiple minimal and maximal
elements is obtained by deleting () and {a, b, ¢}

{b, c} {a,c} {a,b}

14} 10} 1¢}

Figure 5.3: Minimal and maximal elements in a poset

Given a poset, (X, <), observe that if there is some ele-
ment m € X so that m < x for all z € X, then m is
unique.

Such an element, m, is called the smallest or the least
element of X.
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Similarly, an element, b € X, sothat x < bforall x € X
is unique and is called the greatest element of X.

We summarize some of our previous definitions and in-
troduce a few more useful concepts in

Definition 5.1.2 Let (X, <) be aposet and let A C X
be any subset of X. An element, b € X, is a lower bound
of Aiff b < aforall a € A.

An element, m € X, is an upper bound of A iff a < m
for all a € A.

An element, b € X, is the least element of Aiff be A
and b < g for all a € A.

An element, m € X, is the greatest element of A iff
mée Aand a <mforall a € A.
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An element, b € A, is minimal in A iff a < b for no
a € A, or equivalently, if for all a € A, a < b implies
that a = 0.

An element, m € A, is maximal in A iff m < a for no
a € A, or equivalently, if for all @ € A, m < a implies
that a = m.

An element, b € X, is the greatest lower bound of A iff
the set of lower bounds of A is nonempty and if b is the
oreatest element of this set.

An element, m € X, is the least upper bound of A iff
the set of upper bounds of A is nonempty and if m is the
least element of this set.



5.1. PARTIAL ORDERS 475
Remarks:

1. If b is a lower bound of A (or m is an upper bound of
A), then b (or m) may not belong to A.

2. The least element of A is a lower bound of A that
also belongs to A and the greatest element of A is an
upper bound of A that also belongs to A.

When A = X, the least element is often denoted L,
sometimes 0, and the greatest element is often denoted
T, sometimes 1.

3. Minimal or maximal elements of A belong to A but
they are not necessarily unique.

4. The greatest lower bound (or the least upper bound)
of A may not belong to A. We use the notation A A
for the greatest lower bound of A and the notation
\/ A for the least upper bound of A.
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In computer science, some people also use | | A instead

of \/ A and the symbol | | upside down instead of A.

When A = {a,b}, we write a A b for A{a,b} and
a Vb for \/{a,b}.

The element a A b is called the meet of a and b and
aVbis the join of a and b. (Some computer scientists
use aMb fora Aband alUbfor aVb.)

. Observe that if it exists, A () = T, the greatest ele-

ment of X and if its exists, \/ ) =L, the least element
of X.

Also, if it exists, A X = L and if it exists, \/ X = T.

For the sake of completeness, we state the following fun-
damental result known as Zorn’s Lemma even though it
is unlikely that we will use it in this course.
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Figure 5.4: Max Zorn, 1906-1993

Zorn’s lemma turns out to be equivalent to the axiom of
choice.

Theorem 5.1.3 (Zorn’s Lemma) Given a poset,
(X, <), if every nonempty chain in X has an upper-
bound, then X has some maximal element.

When we deal with posets, it is usetul to use functions
that are order-preserving as defined next.

Definition 5.1.4 Given two posets (X, <x) and
(Y, <y), afunction, f: X — Y is monotonic (or order-
preserving) iff for all a,b € X,

if a<xb then f(a)<y f(b).
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5.2 Lattices and Tarski’s Fixed Point Theorem

We now take a closer look at posets having the property
that every two elements have a meet and a join (a greatest
lower bound and a least upper bound).

Such posets occur a lot more than we think. A typical
example is the power set under inclusion, where meet is
intersection and join is union.

Definition 5.2.1 A lattice is a poset in which any two
elements have a meet and a join. A complete lattice is
a poset in which any subset has a greatest lower bound
and a least upper bound.

According to part (5) of the remark just before Zorn’s
Lemma, observe that a complete lattice must have a least
element, |, and a greatest element, T.
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Figure 5.5: J.W. Richard Dedekind, 1831-1916 (left), Garrett Birkhoff, 1911-1996 (middle)
and Charles S. Peirce, 1839-1914 (right)

Figure 5.6: The lattice 2{®b:c}

Remark: The notion of complete lattice is due to G.
Birkhoff (1933). The notion of a lattice is due to Dedekind
(1897) but his definition used properties (L.1)-(L4) listed
in Proposition 5.2.2. The use of meet and join in posets
was first studied by C. S. Peirce (1880).

Figure 5.6 shows the lattice structure of the power set of
{a,b,c}. It is actually a complete lattice.
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It is easy to show that any finite lattice is a complete
lattice and that a finite poset is a lattice iff it has a least
element and a greatest element.

The poset N under the divisibility ordering is a lattice!
Indeed, it turns out that the meet operation corresponds
to greatest common diwvisor and the join operation cor-
responds to least common multiple.

However, it is not a complete lattice.

The power set of any set, X, is a complete lattice under
the subset ordering.

The following proposition gathers some useful properties
of meet and join.
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Proposition 5.2.2 If X s a lattice, then the follow-
ing identities hold for all a,b,c € X:

Ll aVvb=bVa, aNb=bAa

L2 (avVb)Vec=aV(bVc), (aANb)ANc=aN(bAc)
L3 aVa=a, alNa=a

L4 (aVb)Aa=a, (@aAb)Va=a.

Properties (L1) correspond to commutativity, prop-
erties (L2) to associativity, properties (L3) to idem-
potence and properties (L4) to absorption. Further-
more, for all a,b € X, we have

a<b iff avb=>b iff aANb=a,

called consistency.

Properties (L.1)-(L4) are algebraic properties that were
found by Dedekind (1897).

A pretty symmetry reveals itself in these identities: they
all come in pairs, one involving A, the other involving V.



482 CHAPTER 5. PARTIAL ORDERS, EQUIVALENCE RELATIONS, LATTICES

A useful consequence of this symmetry is duality, namely,
that each equation derivable from (L1)-(L4) has a dual
statement obtained by exchanging the symbols A and V.

What is even more interesting is that it is possible to use
these properties to define lattices.

Indeed, if X is a set together with two operations, A and
V, satisfying (L1)-(L4), we can define the relation a < b
by aVb = b and then show that < is a partial order such
that A and V are the corresponding meet and join.

Proposition 5.2.3 Let X be a set together with two
operations N and \V satisfying the azioms (L1)-(L4)
of proposition 5.2.2. If we define the relation < by
a <biffavb=>b (equivalently, a Nb = a), then <
is a partial order and (X, <) is a lattice whose meet
and join agree with the original operations A\ and V.
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Figure 5.7: Alferd Tarksi, 1902-1983

The following proposition shows that the existence of ar-
bitrary least upper bounds (or arbitrary greatest lower
bounds) is already enough ensure that a poset is a com-
plete lattice.

Proposition 5.2.4 Let (X, <) be a poset. If X has
a greatest element, T, and if every nonempty subset,
A, of X has a greatest lower bound, \ A, then X is
a complete lattice. Dually, if X has a least element,
L, and if every nonempty subset, A, of X has a least
upper bound, \/ A, then X is a complete lattice

We are now going to prove a remarkable result due to A.
Tarski (discovered in 1942, published in 1955).
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A special case (for power sets) was proved by B. Knaster
(1928). First, we define fixed points.

Definition 5.2.5 Let (X, <) be a poset and let
f: X — X be afunction. An element, z € X, is a fized
point of f (sometimes spelled fizpoint) iff

f(x) ==x.

An element, x € X, is a least (resp. greatest) fixed
point of f if it is a fixed point of f and if < y (resp.
y < x) for every fixed point y of f.

Fixed points play an important role in certain areas of
mathematics (for example, topology, differential equa-
tions) and also in economics because they tend to capture
the notion of stability or equilibrium.

We now prove the following pretty theorem due to Tarski
and then immediately proceed to use it to give a very

short proof of the Schroder-Bernstein Theorem (Theorem
2.9.18).
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Theorem 5.2.6 (Tarski’s Fized Point Theorem ) Let
(X, <) be a complete lattice and let f: X — X be any
monotonic function. Then, the set, F', of fixed points
of f 1s a complete lattice. In particular, f has a least
fized point,

ruin = M\ € X | f(a) < 2}
and a greatest fized point

Tmax = \/{a: e X |z < f(x)}.

It should be noted that the least upper bounds and the
oreatest lower bounds in F' do not necessarily agree with

those in X . In technical terms, F'is generally not a sub-
lattice of X.

Now, as promised, we use Tarski’s Fixed Point Theorem
to prove the Schroder-Bernstein Theorem.
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Theorem 2.9.18 Given any two sets, A and B, if
there 1s an injection from A to B and an injection
from B to A, then there is a biyjection between A and

B.

The proof is probably the shortest known prootf of the
Schroder-Bernstein Theorem because it uses Tarski’s fixed
point theorem, a powerful result.

If one looks carefully at the proof, one realizes that there
are two crucial ingredients:

1. The set C is closed under go f, that is, go f(C') C C.
2. A—C C g(B).

Using these observations, it is possible to give a proof that
circumvents the use of Tarski’s theorem. Such a proof is
given in Enderton [4], Chapter 6.

We now turn to special properties of partial orders having
to do with induction.
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5.3 Well-Founded Orderings and Complete Induction

Have you ever wondered why induction on N actually
“works”?

The answer, of course, is that N was defined in such a way
that, by Theorem 1.10.4, it is the “smallest” inductive set!

But this is not a very illuminating answer. The key point
15 that every nonempty subset of N has a least ele-
ment.

This fact is intuitively clear since if we had some nonempty
subset of N with no smallest element, then we could con-
struct an infinite strictly decreasing sequence,

ko > ki > --- >k, > ---. But this is absurd, as such a
sequence would eventually run into 0 and stop.

It turns out that the deep reason why induction “works”
on a poset is indeed that the poset ordering has a very
special property and this leads us to the following defini-
tion:
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Definition 5.3.1 Given a poset, (X, <), we say that
< is a well-order (well ordering) and that X is well-
ordered by < iff every nonempty subset of X has a least
element.

When X is nonempty, if we pick any two-element subset,
{a,b}, of X, since the subset {a,b} must have a least
element, we see that either a < bor b < a, i.e., every
well-order is a total order. First, let us confirm that N
is indeed well-ordered.

Theorem 5.3.2 (Well-Ordering of N) The set of nat-
ural numbers, N, 1s well-ordered.

Theorem 5.3.2 yields another induction principle which is
often more flexible that our original induction principle.

This principle called complete induction (or sometimes
strong induction) was already encountered in Section

2.3.
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It turns out that it is a special case of induction on a
well-ordered set but it does not hurt to review it in the
special case of the natural ordering on N. Recall that

Complete Induction Principle on N.

In order to prove that a predicate, P(n), holds for all
n € N it is enough to prove that

(1) P(0) holds (the base case) and

(2) for every m € N, if (Vk € N)(k < m = P(k)) then
P(m).

As a formula, complete induction is stated as

P(O)A(Vm € N)[(VkE € N)(k <m = P(k)) = P(m)]
= (Vn € N)P(n).
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The difference between ordinary induction and complete
induction is that in complete induction, the induction
hypothesis, (Vk € N)(k < m = P(k)), assumes that
P(k) holds for all & < m and not just for m — 1 (as in
ordinary induction), in order to deduce P(m).

This gives us more proving power as we have more knowl-
edge in order to prove P(m).

We will have many occasions to use complete induction
but let us first check that it is a valid principle.

Theorem 5.3.3 The complete induction principle for
N is valid.

Remark: In our statement of the principle of complete
induction, we singled out the base case, (1), and conse-
quently, we stated the induction step (2) for every

m € N_, excluding the case m = 0, which is already
covered by the base case.
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It is also possible to state the principle of complete induc-
tion in a more concise fashion as follows:

(Vm € N)[(Vk € N)(k <m = P(k)) = P(m)]
= (Vn € N)P(n).

In the above formula, observe that when m = 0, which is
now allowed, the premise (Vk € N)(k < m = P(k)) of
the implication within the brackets is trivially true and
so, P(0) must still be established.

In the end, exactly the same amount of work is required
but some people prefer the second more concise version
of the principle of complete induction.

We feel that it would be easier for the reader to make the
transition from ordinary induction to complete induction
if we make explicit the fact that the base case must be
established.
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Let us illustrate the use of the complete induction prin-
ciple by proving that every natural number factors as a
product of primes.

Recall that for any two natural numbers, a,b € N with
b #£ 0, we say that b divides a iff a = bq, for some q¢ € N.

In this case, we say that a is divisible by b and that b s
a factor of a.

Then, we say that a natural number, p € N, is a prime
number (for short, a prime) if p > 2 and if p is only
divisible by itself and by 1.

Any prime number but 2 must be odd but the converse
is false.

For example, 2,3,5,7,11, 13,17 are prime numbers, but
9 is not.

There are infinitely many prime numbers but to prove
this, we need the following Theorem:
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Theorem 5.3.4 FEvery natural number, n > 2 can
be factored as a product of primes, that is, n can be
written as a product, n = pi'*-- -pz%, where the p;s

are pairwise distinct prime numbers and m; > 1
(1<i<k).

For example, 21 = 3'.7, 98 = 21.7% and 396 = 22.33-11.

Remark: The prime factorization of a natural number
is unique up to permutation of the primes py, ..., p; but
this requires the Euclidean Division Lemma.

However, we can prove right away that there are infinitely
primes.

Theorem 5.3.5 Giwen any natural number, n > 1,
there is a prime number, p, such that p > n. Conse-
quently, there are infinitely many primes.

Proof. Consider m =n! + 1.



494 CHAPTER 5. PARTIAL ORDERS, EQUIVALENCE RELATIONS, LATTICES

As an application of Theorem 5.3.2, we prove the “Eu-
clidean Division Lemma” for the integers.

Theorem 5.3.6 (Euclidean Division Lemma for 7.)
Given any two integers, a,b € Z, with b # 0, there
is some unique integer, q € 7 (the quotient), and
some unique natural number, r € N (the remainder
or residue), so that

a=bqg+r with 0<r<]|b.

For example, 12 = 52+ 2, 200 = 5-40 4+ 0, and
42823 = 6409 x 6 + 4369.

The remainder, r, in the Euclidean division, a = bgq + r,
of a by b, is usually denoted a mod b.
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We will now show that complete induction holds for a
very broad class of partial orders called well-founded or-
derings that subsume well-orderings.

Definition 5.3.7 Given a poset, (X, <), we say that <
is a well-founded ordering (order) and that X is well-
founded iff X has no infinite strictly decreasing sequence
XTog>T1 >Tg > >y > Tpgel > 000

The following property of well-founded sets is fundamen-
tal:

Proposition 5.3.8 A poset, (X, <), is well-founded
off every monempty subset of X has a minimal ele-
ment.

So, the seemingly weaker condition that there is no in-
finite strictly decreasing sequence in X is equivalent to
the fact that every nonempty subset of X has a minimal
element.
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If X is a total order, any minimal element is actually a
least element and so, we get

Corollary 5.3.9 A poset, (X, <), is well-ordered iff
< 1s total and X s well-founded.

Note that the notion of a well-founded set is more general
than that of a well-ordered set, since a well-founded set
is not necessarily totally ordered.

Remark:

(ordinary) induction on N is valid
iff

complete induction on N is valid
iff

N is well-ordered.

These equivalences justify our earlier claim that the abil-
ity to do induction hinges on some key property of the
ordering, in this case, that it is a well-ordering.
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We finally come to the principle of complete induction
(also called transfinite induction or structural induc-
tion ), which, as we shall prove, is valid for all well-founded
sets.

Since every well-ordered set is also well-founded, complete
induction is a very general induction method.

Let (X, <) be a well-founded poset and let P be a pred-
icate on X (i.e., a function P: X — {true, false}).

Principle of Complete Induction on a Well-
Founded Set.

To prove that a property P holds for all z € X, it suffices
to show that, for every x € X,

(*) if  is minimal or P(y) holds for all y < x,
(%) then P(x) holds.
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The statement (x) is called the induction hypothesis,
and the implication

for all x, (%) implies (xx) is called the induction step.
Formally, the induction principle can be stated as:

(Vz € X)[(Vy € X)(y <z = P(y)) = P(z)]
= (Vz € X)P(z) (CI)

Note that if x is minimal, then there is no y € X such
that y < z, and (Vy € X)(y < x = P(y)) is true.
Hence, we must show that P(x) holds for every minimal
element, x.

These cases are called the base cases.
Complete induction is not valid for arbitrary posets (see

the problems) but holds for well-founded sets as shown in
the following theorem.



5.3. WELL-FOUNDED ORDERINGS AND COMPLETE INDUCTION 499

Theorem 5.3.10 The principle of complete induction
holds for every well-founded set.

As an illustration of well-founded sets, we define the [ex-
1cographic ordering on pairs.

Given a partially ordered set (X, <), the lexicographic
ordering, <<, on X X X induced by < is defined a
follows: For all z,y,2',y € X,

(z,y) << (2',y") iff either

r=12 and y=19y or
r<a or
r=1a and y<vy.

We leave it as an exercise to check that << is indeed a
partial order on X x X. The following proposition will
be useful.
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Proposition 5.3.11 If (X, <) is a well-founded set,
then the lexicographic ordering << on X X X 1s also
well founded.

Example (Ackermann’s function) The following func-
tion, A: N x N — N, known as Ackermann’s function
is well known in recursive function theory for its extraor-
dinary rate of growth. It is defined recursively as follows:

A(z,y) = if r = 0theny + 1
elseif y = 0 then A(x — 1,1)
else A(x — 1, A(x,y — 1)).

We wish to prove that A is a total function. We proceed
by complete induction over the lexicographic ordering on

N x N.

1. The base case is x = 0, y = 0. In this case, since
A(0,y) =y + 1, A(0,0) is defined and equal to 1.
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2. The induction hypothesis is that for any (m,n),
A(m/,n') is defined for all (m/,n’) << (m,n), with

(m,n) # (m',n').

3. For the induction step, we have three cases:

(a) If m =0, since A(0,y) =y +1, A(0,n) is defined
and equal to n + 1.

(b) If m # 0 and n = 0, since (m — 1,1) << (m,0)
and (m—1,1) # (m,0), by the induction hypothe-
sis, A(m—1, 1) is defined, and so A(m, 0) is defined
since it is equal to A(m — 1,1).

(¢) If m # 0 and n # 0, since (m,n — 1) << (m,n)
and (m,n—1) # (m,n), by the induction hypoth-
esis, A(m,n — 1) is defined. Since
(m—1,y) << (m,z) and (m —1,y) # (m, z) no
matter what y and z are,

(m—1,A(m,n — 1)) << (m,n) and
(m—1,A(m,n—1)) # (m,n), and by the induc-
tion hypothesis, A(m — 1, A(m,n — 1)) is defined.
But this is precisely A(m,n), and so A(m,n) is
defined. This concludes the induction step.

Hence, A(x,y) is defined for all x,y > 0. o
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5.4 Unique Prime Factorization in Z and GCD'’s

In the previous section, we proved that every natural
number, n > 2, can be factored as a product of primes
numbers.

In this section, we use the Euclidean Division Lemma to
prove that such a factorization is unique.

For this, we need to introduce greatest common divisors
(ged’s) and prove some of their properties.

In this section, it will be convenient to allow 0 to be a
divisor. So, given any two integers, a, b € Z, we will say
that b divides a and that a 1s a multiple of b iff a = bq,
for some q € Z.

Contrary to our previous definition, b = 0 is allowed as a
divisor.

However, this changes very little because if 0 divides a,
then a = 0q = 0, that is, the only integer divisible by 0
15 0.
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Figure 5.8: Richard Dedekind, 1831-1916

The notation b | a is usually used to denote that b divides
a. For example, 3 | 21 since 21 = 2 -7, 5 | —20 since
—20 =5 (—4) but 3 does not divide 20.

We begin by introducing a very important notion in alge-
bra, that of an ideal due to Richard Dedekind, and prove
a fundamental property of the ideals of Z.

Definition 5.4.1 An ideal of Z is any nonempty sub-
set, J, of Z satistying the following two properties:

(ID1) If a,b € J, then b —a € J.
(ID2) If @ € T, then ak € J for every k € Z.

An ideal, T, is a principal ideal if there is some a € 7,
called a generator, such that

J={ak | k € Z}. The equality J = {ak | k € Z}
is also written as J = aZ or as J = (a). The ideal
J=(0) = {0} is called the null ideal.
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Note that if J is an ideal, then I =Z iff 1 € J.

Since by definition, an ideal J is nonempty, there is some
a € J,and by (ID1) we get 0 =a —a € J.

Then, for every a € J, since 0 € J, by (ID1) we get
—a € 7.

Theorem 5.4.2 Fvery ideal, J, of Z, is a principal
wdeal, 1.e., I = miZ for some unique m € N, with

m > 0 iff 3 # (0).

Theorem 5.4.2 is often phrased: Z is a principal ideal
domain, for short, a PID.

Note that the natural number m such that J = mZ is a
divisor of every element in J.
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Figure 5.9: Etienne Bézout, 1730-1783

Corollary 5.4.3 For any two integers, a,b € Z, there
1 a unique natural number, d € N, and some integers,
u,v € Z, so that d divides both a and b and

ua + vb = d.

(The above is called the Bezout identity.) Further-
more, d=0 iffa =0 and b= 0.

Given any nonempty finite set of integers, S = {ay, ..., a,},
it is easy to verify that the set

3:{k1a1+---+knan|k1,...,kn€Z}

is an ideal of Z and, in fact, the smallest (under inclusion)
ideal containing S



506 CHAPTER 5. PARTIAL ORDERS, EQUIVALENCE RELATIONS, LATTICES

This ideal is called the ideal generated by S and it is
often denoted (ay,...,a,).

Corollary 5.4.3 can be restated by saying that for any
two distinct integers, a,b € Z, there is a unique natural
number, d € N, such that the ideal, (a,b), generated by

a and b is equal to the ideal dZ (also denoted (d)), that
1S

)

(a,b) = dZ.

This result still holds when a = b; in this case, we consider

the ideal (a) = (b).

With a slight (but harmless) abuse of notation, when
a = b, we will also denote this ideal by (a, b).

The natural number d of corollary 5.4.3 divides both a
and b.

Moreover, every divisor of a and b divides d = ua + vb.
This motivates the definition:
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Definition 5.4.4 Given any two integers, a,b € Z, an
integer, d € Z, is a greatest common divisor of a and b
(for short, a ged of a and b) if d divides a and b and, for
any integer, h € 7, it h divides a and b, then h divides
d. We say that a and b are relatively prime if 1 is a ged
of a and b.

Remarks:

1. It a = b =0, then, any integer, d € Z, is a divisor of
0. In particular, 0 divides 0. According to Definition
5.4.4, this implies ged(0,0) = 0.

The ideal generated by 0 is the trivial ideal, (0), so
gcd(0,0) = 0 is equal to the generator of the zero
ideal, (0).

If a # 0 or b # 0, then the ideal, (a,b), generated

by a and b is not the zero ideal and there is a unique
integer, d > 0, such that

(a,b) = dZ.
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For any ged, d', of a and b, since d divides a and b, we
see that d must divide d’. As d’ also divides a and b,
the number d’ must also divide d. Thus, d = d'q¢’ and
d'" = dq for some ¢q,q¢' € 7Z and so, d = dqq’ which
implies g¢’ = 1 (since d # 0). Therefore, d’ = +d.

So, according to the above definition, when

(a,b) # (0), ged’s are not unique. However, exactly
one of d’ or —d' is positive and equal to the positive
generator, d, of the ideal (a, b).

We will refer to this positive ged as “the” ged of a and
b and write d = ged(a, b). Observe that
gced(a, b) = ged(b, a).

For example, ged(20,8) = 4, ged(1000,50) = 50,
ged (42823, 6409) = 17, and ged(5, 16) = 1.
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2. Another notation commonly found for ged(a, b) is (a, b),
but this is confusing since (a, b) also denotes the ideal
generated by a and b.

3. Observe that if d = ged(a,b) # 0, then d is indeed
the largest positive common divisor of a and b since

every divisor of a and b must divide d.

However, we did not use this property as one of the
conditions for being a gcd because such a condition
does not generalize to other rings where a total order
is not available.

Another minor reason is that if we had used in the
definition of a ged the condition that ged(a, b) should
be the largest common divisor of a and b, as every
integer divides 0, ged (0, 0) would be undefined!

4. If a = 0 and b > 0, then the ideal, (0, ), generated by
0 and b is equal to the ideal, (b) = bZ, which implies
gcd(0,b) = b and similarly, if @ > 0 and b = 0, then
ged(a, 0) = a.
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Let p € N be a prime number. Then, note that for any
other integer, n, if p does not divide n, then ged(p, n) = 1,
as the only divisors of p are 1 and p.

Proposition 5.4.5 Given any two integers, a,b € Z,
a natural number, d € N, 1is the greatest common di-
wisor of a and b iff d divides a and b and if there are
some integers, u,v € Z, so that

ua + vb = d. (Bezout Identity)

In particular, a and b are relatively prime ioff there are
some integers, u,v € Z, so that

ua + vb = 1. (Bezout Identity)

The ged of two natural numbers can be found using a
method involving Euclidean division and so can the num-
bers u and v.
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This method is based on the following simple observation:

Proposition 5.4.6 If a,b are any two positive inte-
gers with a > b, then for every k € Z,

ged(a, b) = ged(b, a — kb).
In particular,
gcd(a, b) = ged(b,a — b) = ged(b, a + b),

and if a = bq + r 1s the result of performing the Eu-
clidean division of a by b, with 0 < r < a, then

gced(a, b) = ged(b, 7).

Using the fact that ged(a,0) = a, we have the following
algorithm for finding the ged of two natural numbers, a, b,

with (a, b) # (0,0):
Euclidean Algorithm for Finding the gcd.

The input consists of two natural numbers, m,n, with

(m,n) # (0,0).
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begin
a:=m;b:=n;
if a < b then

t:=0b;b:=a;a:=t; (swap a and b)
while b # 0 do
r = a mod b; (divide a by b to obtain the remainder r)

a:=0bb:=r
endwhile:
ged(m,n) = a
end

In order to prove the correctness of the above algorithm,
we need to prove two facts:

1. The algorithm always terminates.

2. When the algorithm exits the while loop, the current
value of a is indeed ged(m, n).

The termination of the algorithm follows by induction on
min{m, n}.
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The correctness of the algorithm is an immediate conse-
quence of Proposition 5.4.6. During any round through
the while loop, the invariant ged(a,b) = ged(m,n) is
preserved, and when we exit the while loop, we have

a = ged(a, 0) = ged(m, n),

which proves that the current value of a when the algo-
rithm stops is indeed ged(m, n).

Let us run the above algorithm for m = 42823 and
n = 6409. There are five division steps:

42823 = 6409 x 6 + 4369
6409 = 4369 x 1 + 2040
4369 = 2040 x 2 4 289
2040 = 289 x 7+ 17

289 = 17 x 1740,

so we find that
ged (42823, 6409) = 17,
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You should also use your computation to find numbers
x, 1y so that
42823z + 6409y = 17.

Check that x = —22 and y = 147 work.

The complexity of the Euclidean algorithm to compute
the ged of two natural numbers is quite interesting and
has a long history:.

[t turns out that Gabriel Lamé published a paper in 1844
in which he proved that if m > n > 0, then the number of
divisions needed by the algorithm is bounded by 50 + 1,
where 0 is the number of digits in n. For this, Lamé
realized that the maximum number of steps is achieved by

taking m an n to be two consecutive Fibonacci numbers
(see Section 5.7).
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Dupré, in a paper published in 1845, improved the upper
bound to 4.7850 + 1, also making use of the Fibonacci
numbers.

Using a variant of Euclidean division allowing negative
remainders, in a paper published in 1841, Binet gave an
algorithm with an even better bound: %5 + 1.

The Euclidean algorithm can be easily adapted to also
compute two integers, x and vy, such that

mx + ny = ged(m, n).
Such an algorithm is called the Ertended Euclidean Al-

gorithm.

What can be easily shown is the following proposition:
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Figure 5.10: Euclid of Alexandria, about 325 BC — about 265 BC

Proposition 5.4.7 The number of divistons made by
the Fuclidean Algorithm for gcd applied to two positive
integers, m,n, with m > n, is at most logy m + log, n.

We now return to Proposition 5.4.5 as it implies a very
crucial property of divisibility in any PID.

Proposition 5.4.8 (Fuclid’s proposition) Let
a,b,c € Z be any integers. If a divides bc and a 1s
relatively prime to b, then a divides c.

In particular, if p is a prime number and if p divides ab,
where a,b € Z are nonzero, then either p divides a or p

divides b.
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Proposition 5.4.9 Let a, by, ..., b, € Z be any inte-
gers. 1If a and b; are relatively prime for all i, with
1 <1 <m, then a and by - - - b,, are relatively prime.

One of the main applications of the Euclidean Algorithm
is to find the inverse of a number in modular arithmetic,
an essential step in the RSA algorithm, the first and still
widely used algorithm for public-key cryptography:.

Given any natural number, p > 1, we can define a relation
on Z, called congruence, as follows:

n = m (mod p)
iff p | n—m,ie., iff n =m+ pk, for some k € Z. We

say that m s a residue of n modulo p.

The notation for congruence was introduced by Carl
Friedrich Gauss (1777-1855), one of the greatest mathe-
maticians of all time.
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Figure 5.11: Carl Friedrich Gauss, 1777-1855

Gauss contributed significantly to the theory of congru-
ences and used his results to prove deep and fundamental
results in number theory:.

If n > 1 and n and p are relatively prime, an tnverse of
n modulo p is a number, s > 1, such that

ns = 1 (mod p).

Using Proposition 5.4.8 (Euclid’s proposition), it is easy
to see that that if s; and sy are both inverse of n modulo
p, then s; = s5 (mod p).

Since finding an inverse of n modulo p means finding some
numbers, x,y, so that nx = 1 4 py, that is,

nx — py = 1, we can find x and y using the Extended
Euclidean Algorithm.
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We can now prove the uniqueness of prime factorizations
in N. The first rigorous proof of this theorem was given
by Gauss.

Theorem 5.4.10 (Unique Prime Factorization in N)
For every natural number, a > 2, there exists a unique
set, {(p1, k1), .., (Pm, km)}, where the p;’s are distinct
prime numbers and the k;’s are (not necessarily dis-
tinct) integers, with m > 1, k; > 1, so that

k1 k
a:pl pmm

Theorem 5.4.10 is a basic but very important result of
number theory and it has many applications.

It also reveals the importance of the primes as the build-
ing blocks of all numbers.



520 CHAPTER 5. PARTIAL ORDERS, EQUIVALENCE RELATIONS, LATTICES

Remark: Theorem 5.4.10 also applies to any nonzero
integer a € Z — {—1,+1}, by adding a suitable sign in
front of the prime factorization.

That is, we have a unique prime factorization of the form

k1 k
a::l:pl pmm

Theorem 5.4.10 shows that Z is a unique factorization
domain, for short, a UFD.

Such rings play an important role because every nonzero
element which is not a unit (4.e., which is not invertible)
has a unique factorization (up to some unit factor) into so-
called irreducible elements which generalize the primes.

Readers who would like to learn more about number the-
ory are strongly advised to read Silverman’s delightful
and very “friendly” introductory text [13].
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5.5 Equivalence Relations and Partitions

Equivalence relations basically generalize the identity re-
lation.

Technically, the definition of an equivalence relation is
obtained from the definition of a partial order (Definition
5.1.1) by changing the third condition, antisymmetry, to
symmetry.

Definition 5.5.1 A binary relation, R, on a set, X, is
an equivalence relation ift it is reflexive, transitive and
symmeltric, that is:

(1) (Reflezivity): aRa, for all a € X;

(2) (Transitivity): If aRb and bRc, then aRe, for all
a,b,ce X.

(3) (symmetry): If aRb, then bRa, for all a,b € X.
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Here are some examples of equivalence relations.

1. The identity relation, id x, on a set X is an equivalence
relation.

2. The relation X x X is an equivalence relation.

3. Let S be the set of students in CIS160. Define two
students to be equivalent iff they were born the same
year. It is trivial to check that this relation is indeed
an equivalence relation.

4. Given any natural number, p > 1, recall that we can
define a relation on Z as follows:

n = m (mod p)

ifft p | n—m, i.e., n = m + pk, for some k € Z.
[t is an easy exercise to check that this is indeed an
equivalence relation called congruence modulo p.
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5. Equivalence of propositions is the relation defined so
that P = Q iff P = () and () = P are both prov-
able (say, classically). It is easy to check that logical
equivalence is an equivalence relation.

6. Suppose f: X — Y is a function. Then, we define
the relation =; on X by

r=py iff flx)= f(y)

It is immediately verified that =y is an equivalence
relation. Actually, we are going to show that every
equivalence relation arises in this way, in terms of (sur-
jective) functions.

The crucial property of equivalence relations is that they
partition their domain, X, into pairwise disjoint nonempty
blocks. Intuitively, they carve out X into a bunch of puz-
zle pieces.
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Definition 5.5.2 Given an equivalence relation, R, on
a set, X, for any x € X, the set

7]r ={y € X | xRy}

is the equivalence class of x. Each equivalence class,
[z]R, is also denoted Tr and the subscript R is often
omitted when no confusion arises. The set of equivalence
classes of R is denoted by X/R. The set X/R is called
the quotient of X by R or quotient of X modulo R.
The function, m: X — X/R, given by

m(z) = [z]g, @€ X,

is called the canonical projection (or projection) of X
onto X/R.

Since every equivalence relation is reflexive, 1.e., x Rx for
every © € X, observe that x € [x|p for any = € R, that
is, every equivalence class is nonempty.

It is also clear that the projection, m: X — X/R is
surjective.
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The main properties of equivalence classes are given by

Proposition 5.5.3 Let R be an equivalence relation
on a set, X. For any two elements x,y € X, we have

rRy iff [x] = [y].

Moreover, the equivalences classes of R satisfy the fol-
lowing properties:

(1) [x] # 0, for all x € X;
(2) If [x] # [y] then [x] N [y] = 0;

A useful way of interpreting Proposition 5.5.3 is to say

that the equivalence classes of an equivalence relation
form a partition, as defined next.



5926 CHAPTER 5. PARTIAL ORDERS, EQUIVALENCE RELATIONS, LATTICES

Definition 5.5.4 Given a set, X, a partition of X is
any family, IT = { X, };c;, of subsets of X such that

(1) X; # 0, for all i € I (each X; is nonempty);

(2)If i # j then X; N X; = 0 (the X; are pairwise
disjoint);

(3) X = U,c; Xi (the family is exhaustive).

Each set X is called a block of the partition.

In the example where equivalence is determined by the
same year of birth, each equivalence class consists of those
students having the same year of birth.

Let us now go back to the example of congruence modulo
p (with p > 0) and figure out what are the blocks of the
corresponding partition. Recall that

m = n (mod p)

ift m —n = pk tor some k € Z.
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By the division Theorem (Theorem 5.3.6), we know that
there exist some unique q, r, with m = pg + r and
0 <r < p— 1. Therefore, for every m € Z,

m=r(modp) with 0<r<p-—1,
which shows that there are p equivalence classes,

[0]7 [1]7 Tt [p o 1]7

where the equivalence class, [r] (with 0 < r < p — 1),
consists of all integers of the form pq + r, where q € Z,
1.e., those integers whose residue modulo p is 7.

Proposition 5.5.3 defines a map from the set of equiva-
lence relations on X to the set of partitions on X.
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Given any set, X, let Equiv(X) denote the set of equiv-
alence relations on X and let Part(X) denote the set of
partitions on X.

Then, Proposition 5.5.3 defines the function,

[1: Equiv(X) — Part(X), given by,
[I(R)=X/R={|x]g | z € X},

where R is any equivalence relation on X. We also write

[1g instead of II(R).

There is also a function, R: Part(X) — Equiv(X), that
assigns an equivalence relation to a partition a shown by
the next proposition.
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Proposition 5.5.5 For any partition, 11 = {X,;},ey,
on a set, X, the relation, R(I1), defined by

cR(IDy iff (Feel)(z,ye X;),

15 an equivalence relation whose equivalence classes
are exactly the blocks X;.

Putting Propositions 5.5.3 and 5.5.5 together we obtain
the useful fact there is a bijection between Equiv(X) and
Part(X).

Therefore, in principle, it is a matter of taste whether we
prefer to work with equivalence relations or partitions.

In computer science, it is often preferable to work with
partitions, but not always.
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Proposition 5.5.6 Given any set, X, the functions
[T: Equiv(X) — Part(X) and
R: Part(X) — Equiv(X) are mutual inverses, that is,

Roll=1d and IloR =id.

Consequently, there is a bijection between the set,
Equiv(X), of equivalence relations on X and the set,
Part(X), of partitions on X.

Now, if f: X — Y is a surjective function, we have the
equivalence relation, =y, defined by

z=py it fz)=[f(y).

[t is clear that the equivalence class of any x € X is the
inverse image, f1(f(z)), of f(z) € Y.
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Therefore, there is a bijection between X/ =¢ and Y.
Thus, we can identify f and the projection, 7, from X
onto X/ =y.

If f is not surjective, note that f is surjective onto f(X)
and so, we see that f can be written as the composition
f=ion,

where 7: X — f(X) is the canonical projection and
i: f(X) — Y is the inclusion function mapping f(X)
into Y (i.e., i(y) =y, for every y € f(X)).

Given a set, X, the inclusion ordering on X x X defines
an ordering on binary relations on X, namely,

R<S it (Vx,y € X)(zRy = xSy).

When R < 5, we say that R refines S.
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If R and S are equivalence relations and R < S, we
observe that every equivalence class of R is contained in
some equivalence class of S.

Actually, in view of Proposition 5.5.3, we see that ev-
ery equivalence class of S 1s the union of equivalence
classes of R.

We also note that idx is the least equivalence relation on
X and X x X is the largest equivalence relation on X.

This suggests the following question: Is Equiv(X) a lat-
tice under refinement?

The answer is yes. It is easy to see that the meet of two
equivalence relations is R N .S, their intersection.

But beware, their join is not R U S, because in general,
R U S is not transitive.

However, there is a least equivalence relation containing
R and S, and this is the join of R and S. This leads us
to look at various closure properties of relations.
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5.6 Transitive Closure, Reflexive and Transitive Clo-
sure, Smallest Equivalence Relation

Let R be any relation on a set X. Note that R is re-
flexive iff idxy € R. Consequently, the smallest reflexive
relation containing R is idx U R. This relation is called
the reflexive closure of R.

Note that R is transitive iff R o R C R. This suggests a
way of making the smallest transitive relation containing
R (if R is not already transitive). Define R" by induction
as follows:

R’ = idy
Rn—l—l _ RnOR
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Definition 5.6.1 Given any relation, R, on a set, X,
the transitive closure of R is the relation, R™, given by

Rt = JR"
n>1

The reflerive and transitive closure of R is the relation,
R*. given by

R*:UR”:idXUR+.

n>0

Proposition 5.6.2 Given any relation, R, on a set,
X, the relation R™ is the smallest transitive relation
containing R and R* is the smallest reflerive and
transtive relation containing R.

If R is reflexive, then it is easy to see that R C R* and
so, R¥ C R for all k > 0.
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From this, we can show that if X is a finite set, then there
is a smallest k so that R = RFFL.

In this case, R* is the reflexive and transitive closure of
R. If X has n elements it can be shown that £ <n — 1.

Note that a relation, R, is symmetric iff R~! = R.

As a consequence, R U R™! is the smallest symmetric
relation containing R.

This relation is called the symmetric closure of R.

Finally, given a relation, R, what is the smallest equiva-
lence relation containing R? The answer is given by

Proposition 5.6.3 For any relation, R, on a set, X,

the relation
(RUR™Y*

1 the smalest equivalence relation containing R.



536 CHAPTER 5. PARTIAL ORDERS, EQUIVALENCE RELATIONS, LATTICES

5.7 Fibonacci and Lucas Numbers; Mersenne Primes

We have encountered the Fibonacci numbers (after Leonardo
Fibonacci, also known as Leonardo of Pisa, 1170-1250)
in Section 2.3.

These numbers show up unexpectedly in many places,
including algorithm design and analysis, for example, Fi-
bonacci heaps.

The Lucas numbers (after Edouard Lucas, 1842-1891) are

closely related to the Fibonacci numbers.

Both arise as special instances of the recurrence relation
Upt2 = Ups1 + Up, n =0

where ug and uq are some given initial values.

The Fibonacci sequence, (Fy), arises for ug = 0 and

u; = 1 and the Lucas sequence, (L), for ug = 2 and
U1 = 1.
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Figure 5.12: Leonardo Pisano Fibonacci, 1170-1250 (left) and F Edouard Lucas, 1842-1891
(right)

These two sequences turn out to be intimately related
and they satisfy many remarquable identities.

The Lucas numbers play a role in testing for primality of
certain kinds of numbers of the form 27 — 1, where p is a
prime, known as Mersenne numbers.

In turns out that the largest known primes so far are
Mersenne numbers and large primes play an important
role in cryptography.

[t is possible to derive a closed formulae for both Fj, and
L,, using some simple linear algebra.
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Observe that the recurrence relation
Upt2 = Upt1 + Uy
yields the recurrence
()=o) ()
Unp - \1 0 Un—1

for all n > 1, and so,

()=o) ()

Now, the matrix
11
1= (10)

has characteristic polynomial, A — A\ — 1, which has two

real roots
14++/5
A\ = SR

for all n > 0.
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Observe that the larger root is the famous golden ratio,
often denoted

1
= +2\/g = 1.618033988749 - - -

2
and that

Since A has two distinct eigenvalues, it can be diagonal-
ized and it is easy to show that

a=(00) -7 (1)) (57
10 Vi1l 1 0 —¢p! -1 ¢ )
It follows that

Unp1y 1 (o —p7! (o~ ug + u )"

( Un ) V5 (1 ! ) ((souo = ul)<—90‘1)”>’
and so,

t = \%((90_1“0 Fun)g" + (pup — un)(—o "),

for all n > 0.
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For the Fibonacci sequence, ug = 0 and u; = 1, so

F, = L(90”— (—e™ ")

Fl(=9) (9]

1

V5
a formula established by Jacques Binet (1786-1856) in
1843 and already known to Euler, Daniel Bernoulli and
de Moivre.

Since
et VE-1 ]
vViooo2vs 2

we see that Fj, is the closest integer to % and that

e[5



5.7. FIBONACCI AND LUCAS NUMBERS; MERSENNE PRIMES 041

It is also easy to see that

Fn+1 — @Fn + (_90—1)71’

which shows that the ratio F), 1/F, approaches ¢ as n
goes to infinity.

For the Lucas sequence, ug = 2 and u; = 1, so

b—1
Spluo-l-m:Q(fz >—|—1:\/57
1 5
gpuo—u1=2( +2\[)—1=\/5
and we get
1+v5\  [(1-v5\
Ly=¢"+(—p7 )" = Vo + o)
2 2
Since

-1 \/5_1
gp =

it follows that L, is the closest integer to ™.

< 0.62
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When uy = uq, since ¢ — ! =1, we get
Ug

75\

n—i—l_(

Up = _90_1>

)

n—|—1>

that is,
Up = uOFn-I—l-

Therefore, from now on, we assume that ug # u;.

[t is easy to prove by induction that

Proposition 5.7.1 The following identities hold:

FE+Fi 4+ +F = F,F
Fo+Fi+--+F,
F+Fy+ -+ Fyy = Fopg — 1
Fi+ Fy+ -+ Fo

D kFy = nFu— Fous +2
k=0

I
;q
_|_
[\

|

—_

Il
Ea
S
+
[\}

for alln > 0 (with the third sum interpreted as Fy for
n=20).
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Following Knuth (see [8]), the third and fourth identities
yield the identity

F(nmod2)+2+"'+Fn—2+Fn:Fn+1_17
for all n > 2.

The above can be used to prove the Zeckendorf’s repre-
sentation of the natural numbers (see Knuth [8], Chapter

6).

Proposition 5.7.2 (Zeckendorf’s representation ) Ev-
ery every natural number, n € N, with n > 0, has a
unique representation of the form

n=Fy+Fy+t -+ F,
with k; > ki1 +2 fore=1,...,r—1 and k, > 2.

For example,

30 =214+8+1
Fg + Fg + F>
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and

1000000 = &832040 + 121393 + 46368 + 144 + 55
= F39+ Fog + Foq + Fi9 + Fp.

The fact that
Foi1 = @b, + <_‘P_1)n

and the Zeckendort’s representation lead to an amusing

method for converting between kilometers to miles (see
8], Section 6.6).

Indeed, ¢ is nearly the number of kilometers in a mile
(the exact number is 1.609344 and ¢ = 1.618033). It
follows that a distance of F},.; kilometers is very nearly
a distance of F,, miles!

Thus, to convert a distance, d, expressed in kilometers
into a distance expressed in miles, first find the Zeck-
endorf’s representation of d and then shift each Fj, in
this representation to Fj, 1.
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For example,
30=214+8+1=Fg+ Fs+ I

so the corresponding distance in miles is
Fr+ Fs+Fi=13+5+1=109.

The “exact” distance in miles is 18.64 miles.

We can prove two simple formulas for obtaining the Lucas
numbers from the Fibonacci numbers and vice-versa;

Proposition 5.7.3 The following identities hold:

L, = Fn—1+Fn+1
5Fn — Ln—1+Ln+17

for allm > 1.
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The Fibonaci sequence begins with
0,1,1,2,3,5,8,13,21,34, 55,89, 144, 233, 377, 610

and the Lucas sequence begins with
2,1,3,4,7,11,18,29,47,76, 123,199, 322, 521, 843, 1364.
Notice that L, = F,,_1 + F}, 1 1s equivalent to

2Fn+1:Fn+Ln-

It can also be shown that
F2n — FnLna
forall n > 1.

The proof proceeds by induction but one finds that it is
necessary to prove an auxiliary fact:
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Proposition 5.7.4 For any fized k > 1 and all
n > 0, we have

Foyr = Fibho + Fr k.

The reader can also prove that

L Lty = L%H-l + 5(_1>n

Lo, = L2 —2(=1)"

L2n+1 — LnLn—l—l — (_1>n
L2 = 5F2 +4(—1)".

Using the matrix representation derived earlier, it can be
shown that

Proposition 5.7.5 The sequence given by the recur-
rence
Upt2 = Upt1 T+ Uy

satisfies the following equation:

Up 11 — U2 = (—=1)""Hud + uguy — u?).
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Figure 5.13: Jean-Dominique Cassini, 1748-1845 (left) and Eugene Charles Catalan, 1814-
1984 (right)

For the Fibonacci sequence, where ug = 0 and uq = 1, we
get the Cassini identity (after Jean-Dominique Cassini,
also known as Giovanni Domenico Cassini, 1625-1712),

Eogb 1 — F = (1", n > 1.

The above identity is a special case of Catalan’s identity,
FyyFpy — F2 = (=1)"" M2 pn>r

due to Eugene Catalan (1814-1894).

For the Lucas numbers, where ug = 2 and u; = 1 we get

LyyiLyy— L2 =5(-1D)"" n>1



5.7. FIBONACCI AND LUCAS NUMBERS; MERSENNE PRIMES 549
In general, we have
UpUp+1 + Up—1Up = ULUptk T UoUp+k—1,

for all k > 1 and all n > 0.

For the Fibonacci sequence, where uy = 0 and u; = 1,
we just reproved the identity

Fn+k — Fan+1+Fk—1Fn-

For the Lucas sequence, where ug = 2 and u; = 1, we get

LkLn+1 + Lk—an — Ln+k + 2Ln+k:—1
= Lpyk + Lpgg—1+ Lpgg—1

= Lpyry1+ Logp—
— 5Fn+/€7

that is,
LyLyy1+ Ly 1Ly = Lyyky1 + Lprg—1 = dF
for all Kk > 1 and all n > 0.
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The identity
Fn+k:Fan—|—1+Fk—1Fn

plays a key role in the proof of various divisibility prop-
erties of the Fibonacci numbers. Here are two such prop-
erties:

Proposition 5.7.6 The following properties hold:
1. F,, dundes F,,,, for all m,n > 1.
2. ged(Fon, Fy) = Facdmny, for all m,n > 1.

An interesting consequence of this divisibility property is
that if F}, is a prime and n > 4, then n must be a prime.

However, there are prime numbers n > 5 such that Fj, is
not prime, for example, n = 19, as Fjg = 4181 = 37x 113
1S not prime.
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The ged identity can also be used to prove that for all
m,n with 2 < n < m, it F,, divides F},,, then n divides
m, which provides a converse of our earlier divisibility

property.

The formulae

2 min = LinLy +5F, F)

are also easily established using the explicit formulae for
F, and L, in terms of ¢ and ¢ 1.

The Fibonacci sequence and the Lucas sequence contain
primes but it is unknown whether they contain infinitely
many primes.

Here are some facts about Fibonacci and Lucas primes
taken from The Little Book of Bigger Primes, by Paulo
Ribenboim [12].
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As we proved earlier, if F}, is a prime and n # 4, then n
must be a prime but the converse is false.

For example,
F37F47F57F77F117F137F177F23
are prime but Fijg = 4181 = 37 x 113 is not a prime.

One of the largest prime Fibonacci numbers if Fgig39. It
has 17103 digits.

Concerning the Lucas numbers, it can also be shown that
if L, is an odd prime and n is not a power of 2, then n
IS a prime.

Again, the converse is false. For example,
L07 L27 L47 L57 L77 L87 L117 L137 L167 L177 L197 L31

are prime but Log = 64079 = 139 x 461 is not a prime.
Similarly, L3y = 4870847 = 1087 x 4481 is not prime!

One of the largest Lucas primes is Ls1169.
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Generally, divisibility properties of the Lucas numbers are
not easy to prove because there is no simple formula for
Ly, in terms of other L;’s.

Nevertheless, we can prove that if n, k > 1 and k is odd,
then L, divides Ly,,.

This is not necessarily true if £ is even.
For example, Ly = 7 and Lg = 47 are prime.

It should also be noted that not every sequence, (u,),
given by the recurrence

Up+2 = Unp+1 + Up

and with ged(ug, u1) = 1 contains a prime number!
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According to Ribenboim [12], Graham found an example
in 1964 but it turned out to be incorrect. Later, Knuth
gave correct sequences (see Concrete Mathematics 8],
Chapter 6), one of which beginning with

ug = 62638280004239857
up = 49463435743205655.

We just studied some properties of the sequences arising
from the recurrence relation

Up+2 = Upy1 T+ Up.

Lucas investigated the properties of the more general re-
currence relation

Up42 = Pun—l—l T Quna

where P, (Q € Z are any integers with P? — 4Q # 0, in
two seminal papers published in 1878.



5.7. FIBONACCI AND LUCAS NUMBERS; MERSENNE PRIMES 955

We can prove some of the basic results about these Lucas
sequences quite easily using the matrix method that we
used before.

The recurrence relation

Un42 = Pun—i—l - Qun

yields the recurrence

()= () )

for all n > 1, and so,
uni1) _ (P =Q\" (w
U, L0 an

for all n > 0.
_ (P —-Q
=(1 %)

has characteristic polynomial,
—(P = MX+Q = )\ — PA\+ @, which has discriminant
D = P? — 4Q.

The matrix
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If we assume that P? — 4Q # 0, the polynomial
A2 — P+ @ has two distinct roots:

P++D P—+D
-, g2

87

Obviously,

a+ 3 =P
af = @
a—f = VD.

The matrix A can be diagonalized as

()66 )
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Thus, we get
(Un+1) 1 (a ﬁ) <(—5uo+ul>&n)
w, ) a—=pB\1 1)\ (aug—u)"
and so,
Uy = — i B((—ﬁuo +up)a” + (qug — up)B").

Actually, the above formula holds for n = 0 only if a & 0
and 3 # 0, that is, iff Q) #£ 0.

If ) =0, then either « = 0 or 8 = 0, in which case the
formula still holds if we assume that 0V = 1.

For up = 0 and u; = 1, we get a generalization of the
Fibonacci numbers,

o — ﬁn
and for up = 2 and u; = P, we get a generalization of
the Lucas numbers,

Un

Vi, =a" + 3"
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The orginal Fibonacci and Lucas numbers correspond to
P=1and Q) = —1.

Since the vectors ((1)) and (123) are linearly independent,

every sequence arising from the recurrence relation

Upto = Puyy — Qun

is a unique linear combination of the sequences (U,,) and

(Vi)

It possible to prove the following generalization of the
Cassini identity:

Proposition 5.7.7 The sequence defined by the re-
currence

Un+2 = Pun—l—l - Qun
(with P* — 4Q # 0) satisfies the identity:

Ups1Up—1 — ui — Q”_l(—ng + Puguy — u%)
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For the U-sequence, ug = 0 and u; = 1, so we get

Un-l—lUn—l — Us — _Qn_1~

For the V-sequence, uy = 2 and uq = P, so we get
Vn—l—lvn—l — Vn2 — Qn_le

where D = P? — 4Q).

Since a* — Q = a(a— 3) and 3* — Q = —B(a — 3), we

easily get formulae expressing U, in terms of the V'’s and
vice-versa:

Proposition 5.7.8 We have the following identities
relating the U, and the V,,;

Vn — n+1 QUn 1
DUn — n—l—l Qvn 1,

for all n > 1.
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Figure 5.14: Marin Mersenne, 1588-1648
The following identities are also easy to derive:

Usy = U,V

Van = Vi —=2Q"
Um+n — UmUn+1 — QUnUm—l
Vinan = ViV — Q"Vi—.

Lucas numbers play a crucial role in testing the primal-
ity of certain numbers of the form, N = 2P — 1, called
Mersenne numbers.

A Mersenne number which is prime is called a Mersenne
PTIME.



5.7. FIBONACCI AND LUCAS NUMBERS; MERSENNE PRIMES 261

First, if N = 2P — 1 is prime, then p itself must be a
prime.

For p = 2,3,5,7 we see that 3 = 22 — 1, 7 = 23 — 1,
31 =2° —1, 127 = 27 — 1 are indeed prime.

However, the condition that the exponent, p, be prime is

not sufficient for N = 2P —1 to be prime, since for p = 11,
we have 211 — 1 = 2047 = 23 x 89.

Mersenne (1588-1648) stated in 1644 that N = 2P — 1 is
prime when

p=2,3,5,713,17,19,31, 67,127, 257.

Mersenne was wrong about p = 67 and p = 257, and he
missed, p = 61, 89, 107.
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Euler showed that 23! — 1 was indeed prime in 1772 and
at that time, it was known that 2 — 1 is indeed prime for
p=2,3,57,13,17,19, 31.

Then came Lucas. In 1876, Lucas, proved that 2?7 — 1
was prime!

Lucas came up with a method for testing whether a
Mersenne number is prime, later rigorously proved correct
by Lehmer, and known as the Lucas-Lehmer test.

This test does not require the actual computation of

N = 2P—1 but it requires an efficient method for squaring
large numbers (less that V) and a way of computing the
residue modulo 2P — 1 just using p.
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Figure 5.15: Derrick Henry Lehmer, 1905-1991

A version of the Lucas-Lehmer test uses the Lucas se-
quence given by the recurrence

vn+2 — 2Vn+1 + 2Vn7
starting from V[ = V; = 2. This corresponds to P = 2
and () = —2.
In this case, D = 12 and it is easy to see that a = 1++/3,
6 =1- \/ga SO
V,=(1+vV3)"+(1—V3)"

This sequence starts with
2,2,8,20,56, -

Here is the first version of the Lucas-Lehmer test for pri-
mality of a Mersenne number:
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Theorem 5.7.9 Lucas-Lehmer test (Version 1) The
number, N = 2P — 1, is prime for any odd prime p iff
N divides Vyp-1.

A proof of the Lucas-Lehmer test can be found in The
Little Book of Bigger Primes [12|. Shorter proofs ex-
ist and are available on the Web but they require some
knowledge of algebraic number theory.

The most accessible proof that we are aware of (it only
uses the quadratic reciprocity law) is given in Volume 2

of Knuth |9], see Section 4.5.4.

Note that the test does not apply to p = 2 because
3 = 22 — 1 does not divide V5 = 8 but that’s not a
problem.
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The numbers Vo,-1 get large very quickly but if we observe
that
Von = VnQ - 2(_2)717

we may want to consider the sequence, .S,,, given by
Sn+1 — Sq% _ 27
starting with Sy = 4.

This sequence starts with

4,14,194, 37643, 1416317954, - - -

Then, it turns out that
‘/2k — Sk—122k—17
for all £ > 1. It is also easy to see that

S = (2 + \/g)zk + (2 — \/§>2k
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Now, N = 2 —1is prime iff N divides V-1 it N = 2P —1
.. p—2 . .. . . .o

divides S, 92% ~ iff N divides S, o (since if N divides
p—2 . .

22" 7 then N is not prime).

Thus, we obtain an improved version of the Lucas-Lehmer
test for primality of a Mersenne number:

Theorem 5.7.10 Lucas-Lehmer test (Version 2) The
number, N = 2P — 1, is prime for any odd prime p iff

Sp—2 =0 (mod N).

The test does not apply to p = 2 because 3 = 2° — 1 does
not divide Sy = 4 but that’s not a problem.

The above test can be performed by computing a se-
quence of residues mod N, using the recurrence
Spi1 = S2 — 2, starting from 4.
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As of January 2009, only 46 Mersenne primes are known.
The largest one was found in August 2008 by mathemati-
cians at UCLA. This is

My = 293112609 _
and it has 12,978, 189 digits!

[t is an open problem whether there are infinitely many
Mersenne primes.

Going back to the second version of the Lucas-Lehmer
test, since we are computing the sequence of S;.’s modulo
N, the squares being computed never exceed N? = 227,

There is also a clever way of computing n mod 27 — 1
without actually performing divisions if we express n in
binary.

This 1s because

n = (n mod 2°) + [n/2”] (mod 2 —1).
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But now, if n is expressed in binary, (n mod 2P) consists
of the p rightmost (least significant) bits of n and |n /27
consists of the bits remaining as the head of the string
obtained by deleting the rightmost p bits of n.

Thus, we can compute the remainder modulo 27 — 1 by
repeating this process until at most p bits remain.

Observe that if n is a multiple of 2 — 1, the algorithm
will produce 2P — 1 in binary as opposed to 0 but this
exception can be handled easily.

For example

916 mod 2° —1 = 1110010100y (mod 2° — 1)
= 101003 4 111005 (mod 2° — 1)
— 1100005 (mod 2° — 1)
= 100005 4 15 (mod 2° — 1)
= 100015 (mod 2° —1)
= 10001,
= 17.
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The Lucas-Lehmer test applied to N = 127 = 27 — 1
yields the following steps, if we denote S, mod 2P — 1 by
T

ro =4,

ry=4>—2=14 (mod 127), i.e. 1, = 14

ro =14 — 2 =194 (mod 127), i.e. 19 = 67
rg = 67* — 2 = 4487 (mod 127), i.e. r3 = 42
ry =422 — 2 =1762 (mod 127), i.e. ry, = 111
rs = 1112 — 2 = 12319 (mod 127), 4.e. 75 = 0.

As r5 = 0, the Lucas-Lehmer test confirms that
N =127 =27 — 1 is indeed prime.
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5.8 Distributive Lattices, Boolean Algebras, Heyting
Algebras

If we go back to one of our favorite examples of a lattice,
namely, the power set, 2%, of some set, X, we observe
that it is more than a lattice.

For example, if we look at Figure 5.6, we can check that
the two identities D1 and D2 stated in the next definition
hold.

Definition 5.8.1 We say that a lattice, X, is a dis-
tributive lattice if (D1) and (D2) hold:

Dl an(bVec)=(aAb)V(aAc)
D2  aV(bAc)=(aVb) A(aVec).

Remark: Not every lattice is distributive but many lat-
tices of interest are distributive.

[t is a bit surprising that in a lattice, (D1) and (D2) are
actually equivalent.
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The reader should prove that every totally ordered poset
is a distributive lattice.

The lattice N under the divisibility ordering also turns
out to be a distributive lattice.

Another useful fact about distributivity is that in any
lattice
aN(bVe)>(aNnb)V(aNc).

This is because in any lattice, a A (bV ¢) > a A b and
aN(bVec)>alc

Therefore, in order to establish distributivity in a lattice
it suffices to show that

aN(bVe)<(anb)V(aAc).
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Another important property of distributive lattices is the
following:

Proposition 5.8.2 In a distributive lattice, X, if
2ANx=zANyand zVx =2zVy, then x =y (for all
r,y,z € X).

The power set lattice has yet some additional properties
having to do with complementation.

First, the power lattice 2% has a least element 0 = () and
a greatest element, 1 = X.

If a lattice, X, has a least element, 0, and a greatest
element, 1, the following properties are clear: For all a €
X, we have

aN0=0 aVi)=a
alNl =a aVil=1.
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Figure 5.16: Augustus de Morgan, 1806-1871

More importantly, for any subset, A C X, we have the
complement, A, of A in X, which satisfies the identities:

AUA =X, ANA=10.

Moreover, we know that the de Morgan identities hold.
The generalization of these properties leads to what is
called a complemented lattice.

Definition 5.8.3 Let X be a lattice and assume that
X has a least element, 0, and a greatest element, 1 (we
say that X is a bounded lattice). For any a € X, a
complement of a is any element, b € X, so that

aVb=1 and aAb=0.

If every element of X has a complement, we say that X
is a complemented lattice.
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Remarks:

1. When 0 = 1, the lattice X collapses to the degenerate
lattice consisting of a single element. As this lattice is
of little interest, from now on, we will always assume

that 0 # 1.

2. In a complemented lattice, complements are generally
not unique. However, as the next proposition shows,
this is the case for distributive lattices.

Proposition 5.8.4 Let X be a lattice with least ele-
ment 0 and greatest element 1. If X 1s distributive,
then complements are unique if they exist. Moreover,
of b 1s the complement of a, then a is the complement

of b.

In view of Proposition 5.8.4, if X is a complemented dis-
tributive lattice, we denote the complement of any ele-
ment, a € X, by a.
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We have the identities

SIS
> <

Qll 2
|

We also have the following proposition about the de Mor-
gan laws.

Proposition 5.8.5 Let X be a lattice with least ele-
ment 0 and greatest element 1. If X 1is distributive
and complemented, then the de Morgan laws hold:

—aAb
— aVb.

(o

V
A

S

S

S

All this leads to the definition of a boolean lattice.

Definition 5.8.6 A Boolean lattice is a lattice with a
least element, 0, a greatest element, 1, and which is dis-
tributive and complemented.
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Of course, every power set is a boolean lattice, but there
are boolean lattices that are not power sets.

Putting together what we have done, we see that a boolean
lattice is a set, X, with two special elements, 0, 1, and
three operations, A, V and a +— @ satisfying the axioms
stated in

Proposition 5.8.7 If X is a boolean lattice, then the
following equations hold for all

a,b,ce X:
L1 aVb=>bVa, aNb=bAa
L2 (avb)Ve=aV(bVec),
(anNbD)ANc=aAN(bAc)
L3 aVa=a, alNa=a
L4 (aVb)Aa=a, (anNb)Va=a

D1-D2 aAN(bVe)=(aNb)V(aAc)
aV(bAc)=(aVb)A(aVc)

-

LE aV0=a, al(=
GFE aVl1=1, aNl=a
C aVa=1, aNa=70
I a=a
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Conversely, if X 1s a set together with two special
elements, 0, 1, and three operations, N\, V and a — a
satisfying the axioms above, then it 1s a boolean lattice
under the ordering given by a < b iff a V b =D.

In view of Proposition 5.8.7, we make the definition:

Definition 5.8.8 A set, X, together with two special
elements, 0, 1, and three operations, A, V and a — @ sat-
isfying the axioms of Proposition 5.8.7 is called a Boolean
algebra.

Proposition 5.8.7 shows that the notions of a Boolean
lattice and of a Boolean algebra are equivalent. The first
one is order-theoretic and the second one is algebraic.

Remarks:

1. As the name indicates, Boolean algebras were invented
by G. Boole (1854). One of the first comprehensive
accounts is due to E. Schroder (1890-1895).
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Figure 5.17: George Boole, 1815-1864 (left) and Ernst Schroder 1841-1902 (right)

2. The axioms for Boolean algebras given in Proposition
5.8.7 are not independent. There is a set of inde-
pendent axioms known as the Huntington azxioms

(1933).

Let p be any integer with p > 2. Under the division
ordering, it turns out that the set, Div(p), of divisors of
p is a distributive lattice.

[n general not every integer, k& € Div(p), has a comple-
ment but when it does, k = p/k.

[t can be shown that Div(p) is a Boolean algebra iff p is
not divisible by any square integer (an integer of the form
m?, with m > 1).
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Classical logic is also a rich source of Boolean algebras.

Indeed, it is easy to show that logical equivalence is an
equivalence relation and, as Homework problems, you
have shown (with great pain) that all the axioms of Propo-
sition 5.8.7 are provable equivalences (where V is disjunc-
tion, A is conjunction, P = =P, i.e., negation, 0 = L
and 1=T).

Furthermore, again, as Homework problems you have
shown that logical equivalence is compatible with V, A, —
in the following sense: It P, = ()1 and P, = ()9, then

(PVP) = (Q1V Q)
(PLAP) = (Q1 A Q)
P = Q).

Consequently, for any set, 1", of propositions we can define
the relation, =7, by

P=rQ it THP=0Q,
i.e., ift P = () is provable from T
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Clearly, =7 is an equivalence relation on propositions and
so, we can define the operations V, A and — on the set of
equivalence classes, B7, of propositions as follows:

PIvIQ]=[PVQ)
PINQ] =[P AQ)
[P]=[-P].

We also let 0 = [1] and 1 = [T]. Then, we get the
Boolean algebra, By, called the Lindenbaum algebra of
T.

It also turns out that Boolean algebras are just what’s
needed to give truth-value semantics to classical logic.
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Let B be any Boolean algebra. A truth assignment is

any function, v, from the set PS =

{Pl,PQ," } Of

propositional symbols to B.

Then, we can evaluate recursively the truth value, Pglv],

in B of any proposition,

assignment, v, as follows:

(Pi) |

1B

T,
(PVQ)p
(PAQ)B

(=P)5l

= Z@ZZ@ZZ@ZI@ZZ@.

P, with respect to the truth

= v(P)

=0

=1

= Pglv| V Pp|v]
= Pglv| A\ Pg|v]
= Plulp

In the equations above, on the right hand side, V and A
are the lattice operations of the Boolean algebra, B.
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We say that a proposition, P, is valid in the Boolean
algebra B (or B-valid) if Pglv] = 1 for all truth assign-
ments, v.

We say that P is (classially) valid if P is B-valid in all
Boolean algebras, B. It can be shown that every provable
proposition is valid. This property is called soundness.

Conversely, if P is valid, then it is provable. This second
property is called completeness.

Actually completeness holds in a much stronger sense: If
a proposition is valid in the two element Boolean algebra,
{0, 1}, then it is provable!
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Figure 5.18: Arend Heyting, 1898-1980

One might wonder if there are certain kinds of algebras
similar to Boolean algebras well suited for intuitionistic
logic. The answer is yes: Such algebras are called Heyting
algebras.

In our study of intuitionistic logic, we learned that nega-
tion is not a primary connective but instead it is defined
in terms of implication by =P =P = L.

This suggests adding to the two lattice operations V and
A a new operation, —, that will behave like =-.

The trick is, what kind of axioms should we require on
— to “capture” the properties of intuitionistic logic?
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Now, if X is a lattice with 0 and 1, given any two ele-
ments, a,b € X, experience shows that a — b should be
the largest element, ¢, such that ¢ A a < b. This leads to

Definition 5.8.9 A lattice, X, with 0 and 1 is a Heyt-
ing lattice iff it has a third binary operation, —, such
that

cha<b iff ¢<(a—b)

for all a,b,c € X. We define the negation (or pseudo-
complement) of a as @ = (a — 0).

At first glance, it is not clear that a Heyting lattice is
distributive but in fact, it is.

The following proposition (stated without proof) gives
an algebraic characterization of Heyting lattices which is
usetul to prove various properties of Heyting lattices.
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Proposition 5.8.10 Let X be a lattice with 0 and 1
and with a binary operation, —. Then, X 1s a Heyting

lattice iff the following equations hold for all
a,b,ce X:

a—a =1
alN(a—0b) = aNb
bA(a—0b) =D
a— (bAc) = (a—b)A(a—c).

A lattice with 0 and 1 and with a binary operation, —,
satistying the equations of Proposition 5.8.10 is called a
Heyting algebra.

S0, we see that Proposition 5.8.10 shows that the notions
of Heyting lattice and Heyting algebra are equivalent (this
is analogous to Boolean lattices and Boolean algebras).
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The reader will notice that these axioms are propositions
that were shown to be provable intuitionistically in Home-
work Problems!

The following theorem shows that every Heyting algebra
is distributive, as we claimed earlier.

This theorem also shows “how close” to a Boolean algebra
a Heyting algebra is.

Theorem 5.8.11 (a) FEvery Heyting algebra is dis-
tributive.

(b) A Heyting algebra, X, is a boolean algebra iff
a=oa foralac X.

Remarks:

1. Heyting algebras were invented by A. Heyting in 1930.
Heyting algebras are sometimes known as “Brouwe-
rian lattices”.
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2. Every Boolean algebra is automatically a Heyting al-
gebra: Set a — b=aVb.

3. It can be shown that every finite distributive lattice
is a Heyting algebra.

We conclude this brief exposition of Heyting algebras by
explaining how they provide a truth semantics for in-
tuitionistic logic analogous to the thuth semantics that
Boolean algebras provide for classical logic.

As in the classical case, it is easy to show that intuitionis-
tic logical equivalence is an equivalence relation and you
have shown (with great pain) that all the axioms of Heyt-
ing algebras are intuitionistically provable equivalences
(where V is disjunction, A is conjunction, and — is =).
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Furthermore, you have also shown that intuitionistic log-
ical equivalence is compatible with V, A, = in the follow-

ing sense: If P, = 1 and P, = ()9, then

(PLV P) = (Q1V Q)
(PIANP) = (Q1 AN Q2)
(PL= P) = (Q1= Q).

Consequently, for any set, 1", of propositions we can define
the relation, =7, by

P=r0Q it THP=Q,
i.e., ift P = () is provable intuitionistically from T'.
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Clearly, =7 is an equivalence relation on propositions and
we can define the operations V, A and — on the set of
equivalence classes, Hy, of propositions as follows:

PIvIQ]=[PVQ)
PINQ] =[P AQ)
Pl = [Q]=[P=d]

We also let 0 = |L] and 1 = [T]. Then, we get the
Heyting algebra, Hp, called the Lindenbaum algebra of
T, as in the classical case.

Now, let H be any Heyting algebra. By analogy with the
case of Boolean algebras, a truth assignment is any func-
tion, v, from the set PS = {P1, Py, - - - } of propositional
symbols to H.
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Then, we can evaluate recursively the truth value, Py|v],
in H of any proposition, P, with respect to the truth
assignment, v, as follows:

(Pi)ulv] = v(P)
J_H V| = 0
THU =1
(PV Q)glv] = Pylv] V Pyl
(P/\ Q)HU — PH[’U] N PH[
(P = Q)ulv] = (Pulv] — Prlv])
(= P)ulv] = (Pulv] — 0).

In the equations above, on the right hand side, V, A and
— are the operations of the Heyting algebra, H.
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We say that a proposition, P, is valid n the Heyting
algebra H (or H-valid) if Py|v] = 1 for all truth assign-
ments, v.

We say that P is HA-valid (or intuitionistically valid)
if P is H-valid in all Heyting algebras, H.

As in the classical case, it can be shown that every intu-
itionistically provable proposition is HA-valid. This prop-
erty is called soundness.

Conversely, if P is HA-valid, then it is intuitionistically
provable. This second property is called completeness.

A stronger completeness result actually holds: If a propo-
sition is H-valid in all finite Heyting algebras, H, then
it is intuitionistically provable.
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As a consequence, if a proposition is not provable intu-
itionistically, then it can be falsified in some finite Heyting
algebra.

Remark: If X is any set, a topology on X is a family,
O, of subsets of X satisfying the following conditions:

(1)) € O and X € O;

(2) For every family (even infinite), (U;);er, of sets
U; € O, we have | J,.; U; € O.

(3) For every finite family, (U;)1<i<n, of sets U; € O, we
have (), .,.,, Ui € O.

Every subset in O is called an open subset of X (in the
topology O) .

The pair, (X, O), is called a topological space.
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Given any subset, A, of X, the union of all open subsets
contained in A is the largest open subset of A and is

denoted ;1

Given a topological space, (X, O), we claim that O with
the inclusion ordering is a Heyting algebra with 0 = 0;
1 = X;V =U (union); A = N (intersection); and with

U—=V)=(X-U)UV.
(Here, X — U is the complement of U in X.)

In this Heyting algebra, we have

(0]

U-X_-0U.

Since X — U is usually not open, we generally have U +
U.

Therefore, we see that topology yields another supply of
Heyting algebras.
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